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To Nikolay W. Timofeeff-Ressovsky



Foreword

Nikolay Wladimirovich Timofeeff-Ressovsky in Russia

Nikolay Wladimirovich Timofeeff-Ressovsky lived a life of hardships which reflect
the crisis and tragedies of the last century. In spite of the difficulties of his private
and scientific life Timofeeff-Ressovsky was an eminent biologist of the twentieth
century.

N.W. Timofeeff-Ressovsky (1900–1981) was born in Moscow, where he
received his education at a high school and later at Moscow State University. At the
university he joined a club of young geneticists who worked together with leading
Russian biologists N.K. Koltsov and S.S. Chetverikov. Among them were
B.L. Astaurov, N.P. Dubinin, D.D. Romashov, A.S. Serebrovsky, and the main
topic of their discussions was the origin of mutations. Also in those years
N. Timofeeff-Ressovsky had his first professional contacts with N.I. Vavilov and
V.I. Vernadsky.

Upon N. Koltsov’s recommendation N. Timofeeff-Ressovsky was appointed
for a post at the Brain Research Institute in Berlin-Buch, Germany, where he
continued his studies on Drosophila together with his colleagues—young scientists
K.G. Zimmer and M. Delbrück. Their joint work resulted in the article “On the
origin of gene mutations and gene structure” published in 1935, which exerted a
considerable influence on the subsequent development of molecular genetics. In the
1930s he also began his radioecological investigations. In Germany he became a
member of N. Bohr’s Seminar. The range of his contacts widened and included
such European and American mathematicians, physicists, and geneticists as
N. Bohr, A. Buzzati-Traverso, C.D. Darlington, E. Schrödinger, T. Morgan,
H. Muller, D. Lee, H. Stubbe and others.

After the Second World War N. Timofeeff-Ressovsky returned to the USSR,
where he was sent by the regime first to a Stalin camp near Karaganda, and then to
Site No. 0215, a secret scientific laboratory in the South Urals. There he headed
pioneering studies of the biological effect of radionuclides and their impact on
ecosystems. Later N. Timofeeff-Ressovsky continued his research at the Institute
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of Biology of the Urals Branch of the USSR Academy of Sciences (Sverdlovsk)
and completed it at the Institute of Medical Radiology of the USSR Academy of
Medical Sciences (Obninsk). The basic theme of his studies was the determination
of the coefficient of radionuclide accumulation by water and different representa-
tives of biota. The results of his research were presented in his fundamental paper
“Selected Studies in Radiation Biogeocenology” published in 1962. His conclu-
sions were close to V. Vernadsky’s ideas about the role of living matter in the
migration of chemical elements in the earth’s crust. Another aspect of the problems
he dealt with was the use of different representatives of biosphere for purification of
land and water areas contaminated with radioisotopes.

During all his creative period of life, N. Timofeeff-Ressovsky devoted himself to
the research in genetics and radiobiology, radiation biogeocenology and evolution
theory. His name is associated with the concept of ‘hitting the target’, the booster
concept, mutation theory, basic aspects of microevolution, foundations of radiation
biogeocenology, and other well-known branches of science developed by him
together with his disciples and colleagues.

N. Timofeeff-Ressovsky’s pupils and followers in Ekaterinburg, Moscow,
Obninsk, St. Petersburg, Ukraine, Armenia, and Belarus have carried out and
continue studies of low-dose effects on microorganisms, plants and animals
(inhabiting radionuclide contaminated areas). These studies laid the basis for the
measures taken against contamination in the South Urals region and after
the Chernobyl accident. This research has been successfully enriched by studies on
the synergism of combined effects on biota and human beings of low radiation
doses and various physical and chemical factors.

Tombs of Elena Alexandrovna Timofeeff-Ressovsky and Nikolay Wladimirovich Timofeeff-
Ressovsky in the cemetery of Obninsk (left); a memorial plaque on the house where N.W.
Timofeeff-Ressovsky lived in Obninsk
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Being an optimist by nature, N. Timofeeff-Ressovsky devoted much of his
scientific attention to the theme “Biosphere and Humanity”. He was deeply con-
vinced that it was possible, when treated reasonably, to increase dozens of times the
global productivity on the earth, which would enable dozens of times more people
to be fed, as compared with the present-day calculations and preservation of the
biosphere stability in general.

N. Timofeeff-Ressovsky was a full member of the German Natural Science
Research Academy ‘Leopoldina’ in Halle, an honorary member of the American
Academy of Sciences and Arts in Boston, Mendel Society in Lund (Sweden),
British Genetical Society in Leeds (England), an honorary member and one of the
founders of the N. Vavilov Society of Genetists and Breeders in the USSR,
a member of the M. Planck Society in Germany, a member of the USSR
Geographical and Botanical Societies. He was awarded with the Lazzaro
Spallanzani Medal (Italy) and with the Darwin (Germany), Mendel
(Czechoslovakia) and Kimber (USA) Prizes.

The centenary of the scientist was declared by UNESCO the year of
N.W. Timofeeff-Ressovsky. Then the International conference “Modern problems
of genetics, radiobiology, radioecology, and evolution” was organized in Dubna
(2000), and later in Yerevan (2005), Crimea (2010), St. Petersburg (2015) under
UNESCO aegis.

Anatoly I. Grigoriev
Russian Academy of Sciences

Nikolai V. Timofeeff-Ressovsky and the Campus Berlin-Buch

Nikolai V. Timoféeff-Ressovsky and his wife Elena Alexandrovna Timofeeff-
Ressovsky were among the first scientists to work on the Campus Berlin Buch, as
visiting researchers when the Kaiser-Wilhelm-Institute for Brain Research moved to
its new building in Buch in 1930. Their work was pioneering at the time and laid
the foundations for the research performed on campus today. Nikolai's joint paper
with Max Delbrück and Karl Günter Zimmer, “On the nature of gene mutation and
gene structure,” was published in 1935 and has been recognized as the beginning of
molecular genetics. It provided a framework for scientists like James D. Watson and
Francis Crick to work on the structure of DNA. The Max-Delbrück-Center for
Molecular Medicine in the Helmholtz Association (MDC) continues to use
molecular genetic methods to study the basis of human diseases and is very proud
of the campus’ pioneering role in this field.
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At the official opening of the MDC on October 17, 1992, a memorial plaque for
Nikolai V. Timofeeff-Ressovsky was mounted on the structure that served as his
residence: the gate house. A small museum was installed at his working place in the
former Kaiser Wilhelm Institute for Brain Research.

On June 30, 2006, when the MDC and the Leibniz Institute for Molecular
Pharmacology (FMP) opened a new laboratory building, they named it after Nikolai
Timofeeff-Ressovsky. The entrance is marked by his bust, in cast stone. Sponsored
by the society of friends and supporters of the MDC and the women’s represen-
tative, a bi-annual lecture series named in honor of Elena Alexandrovna
Timofeeff-Ressovsky. Timoféeff-Ressovsky was introduced at the MDC in 2011.

Memorial plaque of Nikolai V. Timofeeff-Ressovsky mounted on the structure of the gate house
on Campus Berlin-Buch (1992). (Photo: Uwe Eising/Copyright MDC)

Bust of Nikolai V. Timoféeff-Ressovsky in front of the Timoféeff-Ressovsky-Haus on Campus
Berlin-Buch (2006). (Photo: Uwe Eising/Copyright MDC)
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Nikolai and Elena Alexandrovna Timofeeff-Ressovsky had no chance to visit
Berlin-Buch again after Nikolaii’s deportation to Russia in 1945, but in May 1998
their son Andrei returned for a visit to show his wife the family's residence and the
institute. He was present again for a symposium on the occasion of the centennial of
his father's birth, held in September 2000.

These are a few of the ways the MDC is preserving the memory of one of our
most important pioneers, Nikolai V. Timoféeff-Ressovsky.

Thomas Sommer
The Max-Delbrück-Center for Molecular Medicine

in the Helmholtz Association

Nikolay V. Timoféeff-Ressovsky and American Scientists

In 2015, after 80 years, we celebrate the publication of the paper “On the nature of
gene mutation and gene structure” by N.V. Timoféeff-Ressovsky, K. Zimmer, and
M. Delbrück. This famous early paper was an important step in the investigation
of the mutation process. T.H. Morgan and H.J. Muller stood at the foundations
of these researches, and genome integrity and the mutation process remain today
one of the priority efforts for geneticists.

The Russian geneticist Nikolay V. Timoféeff-Ressovsky was among the first
researchers of gene structure. He was a follower of Morgan and was allied with
Muller, not only in science but also as a friend. These close contacts were useful for
Russian and American geneticists. In his “Recollections”1, Timoféeff-Ressovsky
described a circle of young muscovite geneticists in the 1920s, the visit of the
famous American biologist Muller to Russia, and the influence of his lectures on
young Russian biologists.

In 1936 Timoféeff-Ressovsky was invited to America by M. Demerec to study
genetics at the Carnegie Institution of Washington, but the visit was not realized.
Later Timoféeff-Ressovsky was awarded the Kimber Genetics Award of the U.S.
National Academy of Sciences (1966) and was elected a Fellow Honorary Member
of the American Academy of Arts and Sciences (1974).

The tradition of American geneticists visiting Russia was supported at the
International Conferences on “Modern problems of genetics, radiobiology,
radioecology, and evolution” which was organized in memory of Nikolay
V. Timoféeff-Ressovsky. The Genetics Society of America was one of the

1Timofeeff-Ressovsky NV (2000) The Stories Told by Himself with Letters, Photos and
Documents. Dubrovina NI (comp. & ed.). Soglasie Publ, Moscow (Russian).
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co-founders of these conferences. American geneticists have presented a number of
excellent reports on the fundamental concepts of the genome and the mutation
process, such as “From Green Pamphlet to 2005” (J.W. Drake), “Mutation as a
stress response” (S. Rosenberg), and “Evolution of the mutation rate” (M. Lynch).
Some of these are presented here.

Victoria L. Korogodina
Joint Institute for Nuclear Research

John W. Drake
National Institute of Environmental Health Sciences
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Preface

This book is dedicated to the great scientist and outstanding person Nikolay
Wladimirovich Timofeeff-Ressovsky. Since his death 30 years have passed, but his
scientific research as well as his life attract people, though there are conflicting
opinions. We all appreciate his huge contribution to the science. However, Nikolay
Wladimirovich himself valued human qualities more than the talents of man (“the
main thing that was a good man”).2 He found the personality of man and his life on
the first place. His inner freedom came herein and was manifested in all situations
including the Nazi Germany, the prison and camps of the USSR. The scientific
discoveries of Timofeeff-Ressovsky are the bases for later studies, and his per-
sonality will always be relevant.

To acquaint you with Nikolay Wladimirovich, we have included a few excerpts
from his stories,3 essays of persons who knew him closely, and brief papers of
investigators of his life. You can find this material in Part I.

Extensive scientific research of Timofeeff-Ressovsky covered several areas. In
1935 his studies were devoted to the structure of genetic material4; his later works:
the hit principle,5 evolution,6 radiation biogeocenology,7 and finally, the paper

2Private memories of Vladimir I. Korogodin (eds).
3Timofeeff-Ressovsky NV (2000) The Stories Told by Himself with Letters, Photos and
Documents. Dubrovina N. (ed) Soglasie, Moscow (Russian).
4Timofeeff-Ressovky NW, Zimmer KG, Delbrück M. (1935) Über die Natur der Genmutation und
der Genstruktur, Nachrichten von der Gesellschaft der Wissenschaften zu Göttingen: Math.-
Physik. Klasse, Fachgruppe VI, Biol Bd. 1(13): 189–245 (German).
5Timofeev-Ressovsky NW, Zimmer KG (1947) Das Trefferprinzip in der Biologie. Biophysik Bd
1 (Hirzel, 1947) (German).
6Timofeeff-Ressovsky NW (1939) Genetik und Evolution (Bericht eines Zoologen). J Mol Gener
Genet 76(1): 158–219 (German).
7Timofeeff-Resovsky NW (1962) Some problems of radiation biogeocenology. Dr Sci. Thesis,
Sverdlovsk (Russian).
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“Biosphere and Humanity”8 have showed his worldview. The next parts include the
chapters on the main scientific directions of Timofeeff-Ressovsky: genetics,
radiobiology, radiation ecology and epidemiology, and evolution.

In the “Genetic Processes” (Part II), S.G. Inge-Vechtomov analyzed the template
principle in connection with central dogma of molecular biology. Evolution and
expansion of genetic paradigm proceeded from Mendelism to chromosome theory
and further to the concept of DNA as genetic material is presented. Replication,
transcription, translation as the first-order template processes (TP I) operating with
the linear templates with their universal characteristics (ambiguity and repair, or
correction) are considered along with the second-order template processes (TP II),
operating with spatial, or conformational protein templates. The attention to the
former ones had been stimulated at the end of twentieth century by the study of
prions and amyloids. Comparative characteristics of the TP I and TP II and of their
interaction are discussed.

At present the protein-based inheritance and mutation rate are mainstream topics
in genetic studies. Many scientists have puzzled over the mutation rate for a long
time. In eukaryotic genome, it depends on some factors: nucleotides pools, condi-
tions of replication, types of DNA damage and its repair, structure of chromatin. In
this part the mechanisms of global and region-specific control of mutagenesis are
presented and discussed by Y.I. Pavlov and his colleagues. But the most interesting
question is “why four major groups of organisms have their own characteristic rates
of spontaneous mutation?” It is clear that the evolutionary forces drive these char-
acteristic rates. J.W. Drake discussed this mystery. The protein-based inheritance
and protein assemble disorders are reviewed by A.A. Rubel with his colleagues. The
authors considered the prion concept, models describing the replication and transport
of prions particles, structural features and functions of the cellular PrP, the prion
strain phenomenon, current developments in diagnostics of prion and potential
antiprion therapies. Recent advances in wheat improvement via alien gene transfer
and gene duplications are reviewed by V.K. Shumny, E.K. Khlestkina et al. with
emphasis on disease resistance and new functional specialization.

In the “Radiobiology Effects and Mechanisms” (Part III), C. Mothersill and
C. Seymour present evolution of radiobiological thought; they give retro- and
prospective scheme of radiobiological research directions. Their chapter aims to
trace the evolution of the major ideas in radiobiology from the earliest speculations
about how the new rays are related to mutations, to the understanding of the rel-
evance of indirect effects, non-targeted effects and the role of epigenetics. The
authors predict shift from reductionism to a more holistic approach; it means, for
example, taking into account the phenomena of adaptive response in medicine, and
interactions of multiple stressors in radiation ecology.

Using a stochastic approach, V. Korogodina et al. showed that the same adap-
tation mechanisms of the prolonged impact and chronic exposure of plants, animals,

8Timofeeff-Resovsky NW (1967) Biosphere and Humanity. Proc. Geography Society USSR,
Obninsk: 3–12 (Russian).
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or humans lead to the essentially different effects in the populations. Radiation
stress changes parameters of reproduction aimed to increase population diversity;
chronic prolongation produces progressive selection of a group of the resistant
objects. The chapters of O.V. Belov, A.N. Bugay and their colleagues are devoted
to an analysis of the mutation processes and DNA damage repair which involve
many molecular events, pathways and different genes. In their chapter, H. Abel and
G. Erzgraeber noted that the “linear no-threshold hypothesis” cannot be interpreted
in the sense of a dose-linear increase of all cancer-induction processes in the range
of the natural ionizing radiations. B.P. Surinov considered the role of chemosig-
naling in the realization of the bystander effect during communications between
irradiated and intact animals in mice population.

Parts IV and V are devoted to “Radiation in Ecological Systems” and “Radiation
and Man”. Nowadays radionuclide contamination and use of nuclear energy are
widespread, and the low-dose radiation effects are extensively studied. Part IV
reflects a process of data accumulation and their continued discussions.

In his chapter, President of the International Union of Radioecology (IUR)
F. Brechignac stressed that assessing ecological radiation risk requires an ecosystem
approach. The ecosystem approach provides a conceptual vision which integrates
humans within the environment. Historically, the issue of “protection of the envi-
ronment” against radiation was more bound to human health than associated with
wildlife and ecosystems. Protection of the environment includes living beings and
abiotic media, landscapes and ecosystems. It prevents interactions between popu-
lations of different species and other indirect cascade biological effects; that is
holistic goal of protection.

Accident process, radioactivity release and ground contamination are described
by T. Imanaka, who compared the radiation characteristics of the Fukushima-1 and
the Chernobyl disasters in his chapter. S.A. Geras’kin et al. described radiation
effects on ecosystems: changes in species dominance, reduction in productivity and
changes in a community structure. The studies of T.A. Mousseau and A.P. Møller
are devoted to the animals of Chernobyl and Fukushima. The authors observed the
parallels between radiation effects on animals in Chernobyl and Fukushima that
provide additional evidence for the significant ecological consequences of nuclear
accidents, and ionizing radiation in general. There are chapters which present the
radiation effects on the terrestrial (D.M. Grodzinsky, E.V. Antonova et al.) and
aquatic ecosystems (D.I. Gudkov et al, S.B. Gulin and V.N. Egorov); influence of
Nuclear Power Plant fallouts on soil bacteria is analyzed by G.E. Khachatryan et al.
The methods of radioecology approach and models of radiation risks assessment are
offered by Y.A. Kutlakhmedov et al., A.A. Cigna, S.B. Gulin and V.N. Egorov.

Part V includes research on radiation influence on humans. C. Mothersill and
C. Seymour presented the fundamental concepts of radiobiology: the authors
offered mechanisms of sick health and chronic fatigue syndrome suffered by atomic
and gulf war veterans. Review on Chernobyl consequences for humans and eval-
uation of genetic radiation risks are given by I. Schmitz-Feuerhake and S. Pflugbeil;
A.V. Yablokov devoted his chapter to fundamental difficulties of dose calculation.
M. Rosemann described radiation-induced aging and genetic instability of
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mesenchymal stem cells. Despite a small number of adult stem cells in an organism,
they play an important role for the long-term functionality of all organs and hence,
for a healthy aging process. It has been shown that acute or chronic radiation
exposure to adult stem cells can impair their genetic stability and have late health
effects in various organs. I.E. Vorobtsova and A. Semenov discussed the cytoge-
netic effects of low-dose irradiation of people. This subsection includes the data on
cancer therapy too (I.A. Zamulaeva et al.).

In Part VI (“Laws of Evolution”) some systems of different levels of organi-
zation are presented, but the genetic evolution of genome was used as a basis of our
brief review. Eu. V. Koonin presented analysis of the collection of genome
sequences from diverse bacteria, archea, eukaryotes and viruses and his design
of the “genomic universe” on the basis of features of genes. Contrary to the evo-
lutionary stability of some genes, the genomes are dynamic on the evolutionary
scale. The author demonstrates a highly dynamic picture of the evolution of the
genomic universe dominated by horizontal gene transfer; but a “statistical Tree of
Life” can be a strong sign of vertical evolution.

The processes of evolutionary changes are described in some chapters devoted to
plant–microbe symbiotic interactions (I.A. Tikhonovich et al.), the animal domes-
tication as an example of targeting regulatory system (N.A. Kolchanov with
coworkers), and coevolution of human endogenous retroviruses with our genome
(A.A. Buzdin et al.). The role of central nervous system of mammals as a
mutagenic/anti-mutagenic factor is described by E.V. Daev.

We included the essay of Russian ethologist Prof. Eu. N. Panov “Roots of
current concepts in the studies of social behavior in animals”. He discussed the
history of zoosociology development in the period from the late nineteenth century
up to the 1970s. The goal was to show the principles of organization operating in
the local animal populations that are considered as social organisms of complex
systemic nature.
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Part I
N.W. Timofeeff-Ressovsky:
Science Without Borders



Some Stories Told by N.W.
Timofeeff-Ressovsky

Nikolay W. Timofeeff-Ressovsky

About Muller and His Life in Moscow

Our ‘coterie’—the Chetverikov1 Circle—formed our small group into one body and
in the mid-1920s it grew to about fifteen young members. The meeting place was
usually not at the Institute but at Chetverikov’s or in my flat. There was a very big
room in my flat. So, a very easygoing circle of nice friends had formed, absolutely
informal. It is obvious of course that in the 1930s such a ‘coterie’ would have
certainly been arrested and its members would have gone to prison with a ‘dime
verdict’ (10 years of imprisonment without rights for communicating families)
each. I happened to do my time in the Lubyanka2 jail, in 1945. My cellmates were
two young students-mathematicians from Moscow University. Out either of bore-
dom or curiosity, they had started a circle of mathematics. They had been arrested
and got their ‘dime verdict’. Bingo!

And in summer of 1922 the following thing happened. For the first time an
outstanding foreign scientist, with radical and outspoken ‘left’ political beliefs,
already famous at that time geneticist Hermann Muller arrived from America.
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Muller was one of the first oldest disciples of Morgan, from the so-called Ruffians’
Four: Morgan, Sturtevant, Muller and Bridges. Muller arrived in Moscow by
aeroplane, I mean he, of course, crossed the Atlantic ocean by steamer, in tourist
class which is cheaper. From Harve he flew by aeroplane to Munich, then, as far as
I know, from Munich to Warsaw and from Warsaw to Moscow. Quite a journey I
would say. He brought from America a huge collection of cultures, wild cultures of
various mutations and combinations of various mutations. By that time, a couple of
hundreds of mutations of a glorious, actually unique, wonderful genetic object—the
fruit fly Drosophila melanogaster—had been discovered and studied. Muller made
several reports, visited our biological stations at the institute. Thus, he showed
personally the technique of drosophila handling, how to work with it in laboratory.
It was all entertaining, exciting and quite interesting.

I must say here that before the arrival of Muller I had to work a little with species
caught in the Moscow region instead of Drosophila melanogaster, in the company
of Dmitri Dmitrievich Romashov3—also a young man who had just graduated or
not graduated from Moscow University in the speciality of entomologist, who later
became one of outstanding geneticists of the Chetverikov Circle. On our own,
according to literature, we got cooking the feed-stuff for drosophila going, as well
as the reproduction technique, mercy killing flies with gas to study them under the
microscope or with lens. So for us two it was not absolutely new but, nevertheless,
useful. Knowing elements, we learned from Muller, in a manner, all modern for that
time technology of drosophila breeding as a test object.

Muller read several reports to us. And anyway, he had quite a good time and
chatted a lot. He visited both our stations: in Zvenigorod and in Anikovo. On those
occasions, there were lavish sprees, even Koltsov,4 and Serebrovsky,5 manoeuvred
and fetched a whole box of Champaign of the Abrau-Durso brand. The Champaign
was delicious! And of course, pure alcohol. There were binges, and it was very
exciting. Muller is a very talented and interesting man, indeed. We became big
friends later.

3Dmitri Dmitrievich Romashov (1899–1963)—geneticist. Until 1942 he worked at the Institute of
Experimental Biology, then at other Institutions. He was a population geneticist.
4Nikolai Konstantinovich Koltsov (1972–1940) is a Russian biologist, zoologist, cytologist,
founder of the Russian Soviet school of Experimental Biology. Koltsov is the author of the
fundamental idea of template synthesis of chromosomes. Corr. Member of the St. Petersburg
Academy of Sciences from 1916 (Russian—from 1917, the Academy of Sciences of the USSR—
from 1925), Acad. of the Academy of Agricultural Sciences (1935).
5Alexander Sergeevich Serebrovsky (1892–1948)—biologist, one of the founders of the national
genetics, Corr. Member of the USSR Academy of Sciences (from 1933), Academician of the
Academy of Agricultural Sciences (1935). Scientific directions of his investigations were general
genetics and animal genetics. Serebrovsky formulated and experimentally confirmed the idea of
the divisibility of the gene. He proposed a scheme for the linear structure of the gene and the
method of determining its size, as well as a new direction in the theory of evolution—geno-
geography. Serebrovsky contributed into theory of selection. He was the founder and first head of
the Department of Genetics of Moscow University (1930), and one of the founders of the school of
Russian geneticists.

4 N.W. Timofeeff-Ressovsky



Afterwards he came at the invitation of Vavilov—in 1934, 1935, 1936—spent
three years here, first in Leningrad, then in Moscow, at the Institute of Genetics of
the Academy of Sciences, in the group of Nikolai Ivanovich Vavilov. He learned to
speak Russian fairly well and from Hermann Muller turned into German
Germanovich, as his father was also Hermann. And then, in 1936, he showed a
clean pair of heels. It was absolutely clear to him even in 1934 where everything
was driving at. He put up with it until the end of 1936 and then was just in time to
flee. In 1937, despite his American citizenship, it would be surely unsafe for him to
stay here. At any rate, many people could have been arrested because of him. He
put two and two together and took off home.

He read his reports to us in German. He had found out that only few of us knew
English… very few. Even today young people do not know English, and do not have
any idea about other congress languages—French, German and other. At that time
back there remained a generation who had studied at illustrious schools and they
spoke fluent French and German. Those who didn’t have practice could not speak
but could read and write and of course understood everything. English was not
obligatory for us at school, and far from many pupils studied the English language.
I had English at school. Muller quickly found out that nobody knew English, but he
knew German and was absolutely sure that he spoke fluent German. The thing was
that ‘Menchen und Weibchen’ he pronounced as ‘Monchen und Wobschen’. Our
listeners were bewildered at first what those ‘Monchen und Wobschen’ could the
drosophila have. The words actually meant fly males and females. That’s it.

Well, in 1922 a very significant thing happened: we contacted, personally, the
most advanced at the time genetics group, the Morgan group, straight via Muller.
Our primary task in connection with introduction of the most modern for those
times experimental drosophila genetics into our circles was the necessity of thor-
ough mastering the literature which had been absolutely unfamiliar to us before. In
1921 Koltsov received a book of Morgan “Structure basics of heredity”6 sent to him
by his friends in Germany. It had once played a great role in genetics. And it was,
actually, the beginning of introduction of modern genetics into biological insight of
Russian zoologists, botanists, microbiologists, etc. And only from 1922, or even
1923, scientific journals started arriving, especially on genetics, which had been in
complete oblivion for us all before.

Muller brought not only live cultures of drosophila but also a great number of
reprints on drosophila, corn and other papers. So, we set to an extremely important,
detailed abstracting with a full critical analysis of those new genetic papers. In this
regard, our coterie ceased to be a simple ‘Soor’ (translation from Russian: abbre-
viation of Russian words ‘sovmestnoe’ joint and ‘oranie’ shouting) and was entitled
‘Drossoor’—joint shouting about drosophila.

Aside from everything else, for all of us it was the best school to apprehend and
study scientific literature. Because our coterie was, as I have said, an informal one
we could feel absolutely free and could freely annoy each lecturer with questions of

6The Physical Basis of Heredity by Thomas Hunt Morgan.
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all sorts. So any lecturer, while delivering his report or a review of several papers,
or a regular summary, had to be able to give an account of any issue we posed to
him. It certainly played a big role in our further scientific progress. The leadership
of Chetverikov in our completely free and democratic circle was another very
important factor. Somehow he could direct all arguments, conversations that
seemed to become sometimes absolutely vague, formless and chaotic into the
necessary topic, but he never imposed any restrictions, either on the lecturer or the
audience, in this way leaving us free for discussions and gabbing and preventing
these arguments from vain talk. It seems to me now that all members of ‘Drossoor’
regard this ‘Drossoor’ school as great experience we had in 1921, 1922 and 1923.

I would like to mention once more the fact that from our juvenility to 1922 we
were cut off absolutely from everything that was abroad. Genetics at that time was
quite a young science and it was most interesting and viable. The period of
vehement development of experimental genetics was roughly saying from 1913 to
1922–1923. That meant that we naturally could not follow its development, say
nothing take part in it. We had only one or two years to catch up with it in our
‘Drossoor’, apprehend it and ‘chew’ it over. It certainly turned out right that we
started parallel experimental research on this wonderful, most suitable object for
experimental genetic studies, especially at that time—Drosophila melanogaster.

«Green Pamphlet»

Last time I tried to do my best to tell how we had joint a very exciting circle of
people, mainly physicists, partially physicists-chemists, who were busy composing
a new physical description of the world and new theoretical physics. In those times,
just since the end of the 20-s in Copenhagen Bohr’s group, first of all, they were
developing the quantum theory and unification of the quantum theory with the
relativity theory and the general principle of relativity. In the 30-s an absolutely new
atomic and later nuclear physics began intensively to develop experimentally:
neutrons were discovered and obtained a wide recognition, new and new elemen-
tary particles appeared. Thus, an extremely exciting epoch began in the history of
physics.

The post-war time is often considered to be remarkable in the development of
physics. I do not agree with this opinion completely. Now it is the time of the
development of physics application activity. Now different discoveries in physics
made at the end of 20-s and 30-s until the beginning of 40-s, are being introduced
into practice. That time was indeed famous and extremely exciting. Now all this is
transferred to machinery.

We have overcome the whole era of the atomic physics. What good has
remained after it—is still too early to speak about because, well, several of these
atomic electric power stations and the atomic station of desalting the sea water—all
these are trifles, finally. But there are very many horrible things, of course: atomic
bombs, nuclear bombs, hydrogen bombs which partially were realized
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experimentally and spoiled rather strongly the biosphere of the Earth. Now they are
no explosions any more, at least, not so visibly and noticeably.

Then came the cosmic or “cosmetic” era in which we still live. Here there is even
less new and unexpected going. And to what exciting things it will lead—still it is
difficult to know. Maybe, the most exciting new what this “cosmetics” has brought
with—is American and our long lasting but rather boring experiments on these
orbital stations where some gentlemen were sitting for about 2 months and longer
expecting the increase of their earth income being busy with the production of little
lice and other insects. Nothing super exciting was discovered there. Unfortunately,
American or our specialists almost didn’t carry out gradually planned experiments
and performed mainly whatever they had to do.

And again it cannot be comparedwith really great scientific discoverieswhich took
place in 20s-30-s years of the 20-th century. Thus, for me, my group, the group of
friends, employees, my students—it was a great luck that since the end of the 20-s and,
especially, in the 30-s we managed to get into science just in the most interesting
period of time, maybe, of the 20th century, in development of the natural sciences.

I very much hope that this new period of flourishing of the natural science in the
20th century will fruitfully impact on, first of all, philosophy and, second,—on
many humanitarian disciplines. No doubt that some humanitarian subjects will have
to change for a new manner not to turn out to be useless for all. But I believe that it
will happen not so fast as the new reconstructions of the physical pictures of the
world in the natural science. It will happen more gradually as a whole line of
general methodological and, partially, of the philosophical principles of the modern
natural sciences, not physics or biology, but just the natural sciences in general. At
first, they will step by step be popularized to become “eatable” and understandable
to the scientists who do not belong to the natural sciences or mathematics. Then
they will penetrate the circles beyond the natural science and mathematics. Then,
probably, we will enjoy the same new intensive exciting period in the development
of humanitarian sciences on the Earth. It is possible. But all this belongs to the
future. God knows. To predict is not good because you can “get into the sky with a
finger”—that often happens.

Now I would like to speak about my own business. One of the three scientific
directions which were developed in my division at Buch—as I have already told, is
a quantitative study of the mutation process. And performing the study of the
mutation process there was an attempt to create at least the most common picture of
the origin of genes. If to get to know something substantial how something
unknown to us is changing it means that we have already known something about
this unknown to us. Thus, having found some regularities in the mutation process, it
is possible to formulate some statements about the origin of the genes themselves
whose changes are mutations. This is the main idea which was the basic of the joint
discussions, discussions of genetics specialists, biologists, true biochemists and,
what is the main thing,—of the physicists-theoreticians.

I have already mentioned that in my division at Buch this scientific direction
was born not like a bubble on the marsh but it was the logical development of
one of the directions established by my teacher Nikolai Konstantinovich Koltsov
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at the beginning of the century. He tried to do his best to create for himself some
kind of a theoretical model of what chromosomes and genes are which are located
lineally as it was known in these very chromosomes. He developed this on the
basis of his experimental cytological studies where he investigated the influence
of definite physical-chemical conditions on the form, structure and motion of cells
as well as on the basis of the general discussions concerning the inherited ele-
mentary factors and genes. We used Koltsov’s basics that chromosomes must be
by definition extremely constant resistive compositions which determine all life
especially of the cells and any joints of the cells. It means that it was already in
those times clear that chromosomes are basics of what we call today the code of
the heritage information. That is why Koltsov imagined the chromosomes as
structural physical-chemical compounds, gigantic micelles, more probable,
gigantic molecules of some more or less autonomic parts whose structural
sub-divisions are genes lineally located in these long gigantic chromosomes. We
were occupied with the studies to obtain mutations experimentally by exposure of
the flies-drosophila with gamma-rays and other ionizing radiation. We—me in
collaboration with physicists—theoreticians of the type of Max Delbrück as well
as radiation physicists-experimentalists like my employee Zimmer and some
young people who participated in this common activity which was very wide in
range and huge in quantity of the data being processed. We tried to carry out the
following.

Varying the conditions of exposure we tried to obtain the results from whose
comparison it would be possible to conclude in the most common form what
processes are the basics of the mutation origin, i.e., what do mutations mean? From
physics it is exactly known that ionizing radiation can perform what other types of
radiation cannot, and if to vary parameters, doses, rigidity of the ionizing radiation
there must be consequences of these ionizing types of radiation. That is why during
several years since we did not have other opportunities and methods we concen-
trated our work in this direction.

We carried out a huge volume of work. Just during those very years about,
probably, ten or 15, I studied totally a couple of millions of flies and collected a
rather big number of data on the direct and reverse mutations. One of the important
some kind of criteria of the gene structure in the most general form, i.e., whether
this structure is multi molecular or monomolecular, is an opportunity by one and the
same method, say, by one and the same x-ray exposure, to cause mutation of some
gene and its reverse mutation—from the mutation state back to the initial one. This
is a very simple thing. Together with Muller once in some talk we formulated this
way. Who did it, don’t remember. Muller or me… More probable, it was Muller, in
those days I was younger and sometimes felt ill at ease to chat like that but he
already didn’t. So, imagine this picture the following way: if the mutation were a
simple quantitative damage of the gene, well, for example, a piece of the gene was
bit out, then, of course, it would not have been possible to cause either direct or
reverse mutations by one and the same x-ray exposure. It is like—you cannot break
a window by a feast and by the same hit of the feast the window would have
jumped back on its place.
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From the comparison of action of different doses of the same rays and the same
dose of ionizing radiation different on rigidity it is possible to clarify rather pre-
cisely whether the effect which we observe is a mono molecular or multi molecular
change. We got a picture again was for the favor of a mono molecular change. That
is why by the middle of the 30s we came up to some hypothesis that mutations
caused by exposure are mainly relatively simple mono molecular reactions. Thus,
logically it follows from the above that genes themselves must be of some what, if
you like, simple physical chemical units.

Though, of course, they can be very complex. Simplicity and complexity are the
notions which are rather indefinite. “Simple” I say in this case in the sense that they
do not consist of combinations of different molecules forming some complex
substance: some lubricant, tar, or butter, or something else. They are
physical-chemical structure units, evidently, gigantic molecules or micelles or parts
of a more or less autonomous, some very large micelle composing a whole chro-
mosome which can be seen in microscopes. So, that was a simple picture we
obtained—simple in the sense that it could be easily studied further. The first short
overview was published by me in 1929, the second one, significantly thicker,—in
1931, and then the other one, even thicker,—in 1934 in “Cambridge philosophical
bulletins”. In 1935 we three—me, Zimmer, and Delbrück issued a publication in the
so called “Göttingen funeral of the first class”… In Göttingen there was a famous
(still exists) Göttingen Academy which is called not Academia but a Göttingen
Gesellschaft der Wissenschaft, or when they feel boring they change the title for
Gesellschaft der Wissenschaft zu Göttingen. They issue such green little note books
where they published more or less long detailed reports made in that very society. It
is still has the title of the classical one because of the respect towards our point of
view concerning the mechanism of mutations.

Then after the end of the war it became clear that chromosomes and, conse-
quently, the genes sitting in them are nucleoproteids. And the whole army of
biochemists rushed to analyze and clarify the structure of those nucleoproteid
compositions which form the basis of the chromosomes and then, logically, of the
genes.

This was rather rapidly developing. Here the main theoretical brain work was
done in England by a physicist Crick, and the main thing, I say, the chemical option
was carried out in America. By the end of the 40s and in the 50s all the cream of the
European science was concentrated there: everybody who managed to have snuck
out there even during the war and many specialists—after the war. So, the
American science began to flourish, still it is flouring till now, they say. Well, now,
indeed, it is already the remains of the European big science.

In the second half of the 30s my friend and employee Max Delbrück moved to
America, as I told you, a theoretician by background, but I introduced him to
biology. A big number of American cytologists and European cytologists and
biochemists who socialized in America fell under his theoretical influence. So, there
was such an international group organized in the 50s whose core consisted of three
individuals—an Englishman Crick, American Watson and a Russian physicist
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Gamov, as abbreviation in Russian we called them “crick and gam” which means in
Russian “shouting and noise”.

Then this group was growing and growing, it meant that really famous analysis
of the chemists began, true analysis, analysis of the macro molecule structures. Now
by means of the Nobel prizes this splendid, indeed, organic analysis is going on, the
analysis of the structure of gigantic protein molecules and nuclide acids.

There are all grounds to assume that in the near future the physical-chemical
structure of the heritage information code will be determined with a rather sufficient
precision. Now we are, certainly, still far from it. And only post graduates suppose
that molecular genetics has already been perfectly built. In fact there is still no
molecular genetics. My personal scientific and, in particular, experimental rela-
tionship with this part of genetics, with the study of the mutation process, general
principles of the structure of genes and chromosomes, has been, so to say, com-
pleted. Personally since the 40s I have not been occupied with this. It is true that
many people, especially, abroad consider me to be something like a granddad of
this scientific direction because a new after-the-war version was issued by
Delbrück: in the 30s I inserted into his brain some necessary substantial thing. So,
everything started from this, from this very classical, our so called “green little
notebook” of the Gottingen Society of Science. Let it be so, let it develop for good
health.

The Isolines of the Female Beauty

Have I told you about the Copenhagen method—a mathematical study, precise,
isokal, of isolines of the female beauty? Or haven’t I? It doesn’t lead to the subject
beyond our topic, it is the most important option. Everything leads to micro evo-
lution finally.

So, there [in Bologna at one of the plants of electro-technical equipment] there
are absolutely amazing beauties in the assembling halls. Besides, in each hall they
are dressed in a specialized uniform. In one hall all these beauties are in white
uniforms, in the other—it is of the ivory color, in the third—they are in yellow, in
the fourth—somewhat greenish, pink, blue. Each hall has its own color. All these
clothes are sewed lovely, the waist is taken over with a little belt, they all are very
nicely built, charming, good-looking faces and etc. How do these engineers live
there? God knows! In this concentrate of such beautiful females! And it is not a
surprise because the study, precise, of isokal has shown that one of the highest picks
of the female beauty is located to the north from Florence, in Bologna itself, and in
Dalmatia, in Yugoslavia. Three unreachable picks.

It was offered, I think, for the first time by a Russian physicist Gamov. He
seemed to be the first one who suggested; “We all are interested … more or less, in
good females, and etc. There are some strange people who insist: “Oh, there are
many good-looking women in Paris.” But this is assumed absolutely indefinitely,
non-critically, not precisely. But the female beauty as everything else can be easily
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and simply studied statistically”. So, a simple method was developed. Physicists-
theoreticians, and in general, theoreticians like me, it means all the participants of
the theoretical Copenhagen circle used such little note-books, well, like the ones
used at school for foreign words. And where ever they got together and without any
dependence on when they got together going or walking along the streets, being at
restaurants, at cafes—it didn’t matter, they put down estimations to the ladies whom
they met on their way using a five-point scale with pluses and minuses. They put
down the date and the place. All regions of Europe were distributed. We didn’t take
into account America, Africa or other continents. The Soviet Union was excluded
due to political reasons: nobody was let in, nobody of the descent people gathered
there, and it was unknown what was going on in the Soviet Union.

Each big region was under responsibility of one or two famous theoreticians. For
example, Niels Bohr and his deputy Weiskopf were in charge of Scandinavia—
Denmark, Sweden, Norway, Iceland… Then Chadwick and Blackett—two famous
theoreticians and atomic specialists were in charge of England and Scotland, Ireland
and, it seems to me, also of Holland. Pierre Auger and Francis Perrin, French, were
in charge of France, Belgium. Then Rossetti—a wonderful Italian theoretician who
knew so much about bugs and amazingly much about ommonites (archeological
shellfish), he was in charge of Italy and Balkan countries.

Then Schrödinger was in charge for Austria, Czechoslovakia, Hungary and
Switzerland, Heisenberg and Jordan—of Germany and Poland. Thus, all Europe
was divided. It means that the leading scientists were collecting the data which were
treated by absolutely first-class mathematical processing at the highest level. And
the bosses—theoreticians on the basis of this processing—built isokals. For many
countries it became possible already by the beginning of the Second World War,
there was enough of the obtained data. Isokals—it is just the same as isobars or
isotherms–isolines. Only isotherms are the lines connecting the points of the same
mean temperatures, and isokals (derivative of the Greek “kallous”–“beauty”) are the
curves connecting the points of the same mean female beauty.

Rosetti has a study at Rome University in some ancient palazzo. It was an
extremely high ceiling room and on one of its walls on its full size there was a
hanging map of Italy and the attaching part of Balkans, Yugoslavia and Greece.
This map was marked with the isokals. Very high picks, on the average they were a
little bit lower than the “excellent” mark, but higher than the “good” mark with a
plus, located also in the region of Florence and to the north of Florence in the
Northern Toscana. The areas around Milano—it was also a “good” mark with a
plus, on the average. The “excellent” mark with a plus was given in exceptional
cases and required a special investigation “with passion”. So, a very high pick—it
was Bologna, then came the district Splita in Dalmatia, and—in the north from
Splita in Albania.

And you who know the world mainly from the refined fiction have very often an
absolutely false picture: “Oh, Italian ladies! Oh, Italian ladies!” To the south from
Rome and in Rome itself, Italian women are a mixture of a frog with a monkey,
speaking in general. When they are 15 years old—they are “more or less”, by
25 years she weights already 100 kilos, you see, and even more “with a tail”, she

Some Stories Told by N.W. Timofeeff-Ressovsky 11



crawls out of all her skirts and, it is not clear what she had on her face being
younger. Horrible! And among older southern Italian ladies there are, visa vice,
there are absolutely dried out bones, covered with skin, just live witches. That’s it!
It is very sad, by the way, concerning Paris and France. Again because of our fine
fiction which mixes sometimes beautiful clothes with the content in the beautiful
clothes. In Paris the women’s fashion is world-known concerning elegancy, and not
in vain! But French women, in general, are not famous of the beauty, and some-
times, of elegancy either. Thus, do not trust the fine fiction in everything, it often
just lies.

There is a very high pick in the Southern meadow Ireland, to the south from
Dublin.

It was known long ago without any special proof that Irish women sometimes
are amazingly beautiful. As I remember, someone put a couple of “excellent” marks
with a plus in spite of the freckles on the face. This is a special phenotype—reddish
hair, and even red, with green eyes, they are perfectly beautiful, just an “excellent”
mark! Then there are very high picks in Norway. But in the Southern Norway there
are also gaps. German women in some areas of the Southern and Western Germany
are not at all good-looking, to tell the truth. But Prussian women, especially, in the
north and north-east on the borderline with Poland sometimes can be given an
“excellent” mark. And there the mean isokals were rather high because of this. In
the Eastern Poland, also, but this is because of our Russian influence, though in
Poland there are awful gaps that is why to relate the picks of the isokals directly
with the country in general is very complicated. In all the more or less large
countries without any exceptions there are picks and gaps, maybe, except
Yugoslavia. There the highest picks are located in Dalmatia, but there is one or two
picks in the old Serbia as well. There are very beautiful Serbian women with grey
eyes and dark hair there like we have in the southern part of the Great Russia. So, I
have presented to you the results of a large theoretical scientific investigation!

12 N.W. Timofeeff-Ressovsky



Nikolai V. Timoféeff-Ressovsky
in Berlin-Buch (1925–1945)

Manfred Rajewsky, Dana Lafuente and Michael Bader

At the end of June 1925, after traveling by train from the Belorussky station in
Moscow, a young Russian scientist arrived in Berlin, accompanied by his wife—a
scientist like him—and their two-year-old son Dmitri. Nikolai Vladimirovich and
Elena Alexandrovna Timofeeff-Ressovsky had married in 1922 and, at the invita-
tion of the eminent brain researcher Oskar Vogt, director of the Kaiser Wilhelm
Institute (KWI) for Brain Research, they were coming to his institute to do research.
They had been suggested and especially recommended by Nikolai Konstantinovich
Koltsov, director of the Moscow Institute of Experimental Biology,1 with the
support of the People’s Commissioner (Minister) of Health, Nikolai A. Semashko.
At that time an agreement for scientific exchange and cooperation existed between
the German and Soviet governments, enabling the stay of Nikolai and Elena
Timoféeff-Ressovsky in Berlin for a limited period.

Abridged version with minute stylistical changes (Dana Lafuente and Michael Bader) from:
Manfred Rajewsky: Nikolai V. Timoféeff-Ressovsky (1900–1981), in: Geneticists in
Berlin-Buch, published by the Max Delbrück Center for Molecular Medicine (MDC), May
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Prior to that, Vogt had acted as adviser to the Russian government concerning
the establishment of an institute for brain research and the medical treatment of
Lenin and later the autopsy of his brain. During this time he had become acquainted
with the high scientific quality and originality of Koltsov’s circle in the field of
theoretical and experimental genetics, particularly with regard to the basic princi-
ples of ontogenesis, the role of mutations and population genetics. Koltsov was one
of the most important figures in Russian biology during this period (Babkov 2002).
Already in 1911 he had founded the world’s first department of experimental
biology at the Moscow City People’s University named after A. L. Shanyavsky, out
of which the Institute of Experimental Biology evolved in 1916. This institute was
the origin of and, over a long period, home to the Russian school of genetics,
population genetics and evolution biology, with its brilliant theorist Sergei
Sergeevich Chetverikov. Vogt soon recognized the great significance of the
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Russians’ groundbreaking work for future investigations of gene characteristics and
how these are influenced by other genes (gene interactions) and environmental
factors, in particular with regard to identifying and influencing genetic diseases of
the central nervous system. He therefore decided to integrate genetic research into
his Berlin Institute for Brain Research and to recruit highly talented young scientists
from Koltsov’s circle to work there. At Vogt’s behest, Timoféeff-Ressovsky was to
establish a laboratory for genetics which was to become the nucleus of a new
genetics department in the new institute building opened in Berlin-Buch in 1930.
Several greenhouses (“the genetic vivarium”) constituted part of the Department of
Genetics. The task of building up and heading the department was assigned to
Timoféeff-Ressovsky, who remained a Soviet citizen and formally was still a staff
member of the Moscow Institute of Experimental Biology, but without a university
diploma or PhD. In 1936 his department in the KWI for Brain Research attained
autonomous status with its own budget. In 1938 Timoféeff-Ressovsky was named a
scientific member of the Kaiser Wilhelm Society. The scientifically extraordinarily
productive and successful chapter of his life which had begun with his arrival in
Berlin [“…the most wonderful years of my life” (Rokityanskij 2005)] continued.
Looking back, by far the largest part of his genetic research work forming the basis
of his international acclaim was done during the years prior to World War II. In the
field of history of science, many published accounts have dealt with his outstanding
scientific work and the vicissitudes of his life (Babkov and Sakanyan 2002; Berg
1990; Bielka 2003a, b; Crow 1993; Deichmann 1995; Granin 1990; Glass 1990;
Hossfeld 2001; Ivanov and Liapunova 1990; Korogodiin et al. 2000; Laubichler
and Sarkar 2002; Medvedev 1982; Paul and Krimbas 1992; Ratner 2001;
Rokityanskij 2005; Satzinger and Vogt 1999; Timoféeff-Ressovsky 1995, 2000;
Tyuryukanov and Fedorov 1996; Vogt 1998; Vorontsov 1993; Winkler 2001).

[…]
Since a visit of the American geneticist Hermann Joseph Muller (Wunderlich

2008) in 1922, the Department of Genetics to which Nikolai and Elena Alexandrovna
Timofeeff-Ressovsky belonged in Koltsov’s Institute of Experimental Biology was
headed by Chetverikov. His research group had received special lines of the fruit fly
Drosophila melanogaster, which since 1910 were being used in Thomas Hunt
Morgan’s research group in the U.S. to crossanalyze chromosomal hereditary
mechanisms on the basis of Mendel’s Laws of Heredity. In contrast, Chetverikov and
his team carried out cross-analyses using these lines to explore the emergence of
species during evolution. The results were groundbreaking for the later so-called
“synthetic evolution theory”. Aldous Huxley characterized it as the “new synthesis”,
the fusion of genetics with classical evolutionary doctrine. At that time Chetverikov
founded Drozsoor (from Russian, which means “joint shouting of drosophilists”), an
extraordinarily productive discussion group which met regularly and in which
Timoféeff-Ressovsky took part. He, like all of the other participants, remembered
these discussions all of his life and later used them as amodel for his discussion groups
in Berlin. In his recollections, Timoféeff-Ressovsky also remembered as exceptional
the intensive two-year internship underKoltsov, which every student had to complete.
They (the students) later often said that this had been the best time of their lives.
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During these years Timoféeff-Ressovsky also had his first contacts with the famous
Russian biologists Nikolai I. Vavilov and Vladimir I. Vernadsky, whom he always
highly admired and venerated. While still at the Moscow Institute,
Timoféeff-Ressovsky published the results of his first experiments on the reversibility
of spontaneous gene mutations (reverse mutations), using Drosophila funebris as an
example. This research topic interested him, because he held the hypothesis—which
later proved to be true—that mutations as the basis of evolutionary changes may not
only be of a destructive nature. The research on this problem was then continued and
extended in Berlin on the model of x-ray-induced mutations in Drosophila melano-
gaster immediately after Muller in 1926 had shown that x-rays could induce a high
yield of mutations in Drosophila (Nobel Prize 1946) (Wunderlich 2008). In 1932/33
Muller was visiting professor with Vogt and Timoféeff-Ressovsky in Berlin-Buch, and
from 1932 to 1936 he was member of the Board of Trustees of the KWI for Brain
Research. During his Berlin period (1925–1945) Timoféeff-Ressovsky published 140
papers (among them (Möglich et al. 1944; Rajewsky and Timoféeff-Ressovsky 1939;
Timoféeff-Ressovsky 1927; Timoféeff-Ressovsky and Timoféeff-Ressovsky 1927;
Timoféeff-Ressovsky 1934a, b; Timoféeff-Ressovsky et al. 1935; Timoféeff-
Ressovsky 1939; Timoféeff-Ressovsky and Timoféeff-Ressovsky 1940;
Timoféeff-Ressovsky 1940; Timoféeff-Ressovsky and Zimmer 1947), which formed
the basis of his world renown and which brought him the nomination for the Nobel
Prize in Physiology and Medicine by Boris Rajewsky in 1950.

Elena Alexandrovna Timofeeff-Ressovsky. Photo: 
private
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Not to be overlooked is the contribution of his wife, the outstanding geneticist
Elena Alexandrovna Timofeeff-Ressovsky. She, too, was influenced by the
Koltsov/Chetverikov research group, and with her precise, systematic approach and
her balanced, unflappable way of working and her insight into human nature, she
was an ideal counterpart to his quite impulsive, sometimes even chaotic nature. In
the year of Elena Alexandrovna’s death (1973) he was to say (Satzinger and Vogt
1999; Elena Alexandrovna Timofeeff-Ressovsky 1995): “She was a completely
remarkable woman in every aspect. There are remarkable women, but they are quite
rare in the world. But completely remarkable women are even rarer. My wife was
such a completely remarkable woman. We worked in the same laboratory for
53 years, with four hands and two heads, and we were married for 51 years. During
this time we were only separated for 21/2 years (during my imprisonment).”

Corresponding to the cosmopolitan nature of the Timoféeff-Ressovskys (and
Vogt’s Kaiser Wilhelm Institute for Brain Research), their Berlin apartment—first
in Steglitzer Strasse (today Pohlstrasse) and, after the construction of the new
building of the institute, in the gatehouse of the Berlin-Buch park premises—was
always open to guests from all over the world. It was the place of social gatherings
and many rounds of discussions, which often took place up into the wee hours and
usually were dominated by the deep voice of the host. Besides colleagues and
scientist friends, artists were frequently among the guests, especially during the
twenties. Like the education of the two sons—the second son Andrei was born in
Berlin in 1927—the hospitality of the Timoféeff-Ressovskys mainly rested on the
shoulders of Elena Alexandrovna Timofeeff-Ressovsky. She was, besides Cécile
Vogt, wife of Oskar Vogt and scientific member of the Kaiser Wilhelm Society, at
that time the only female scientist at the KWI for Brain Research who combined her
research activity with marriage and motherhood.

Overall considered, all of Timoféeff-Ressovsky’s seminal work in experimental
mutation research (mostly on Drosophila) was directed toward the nature of genes
and mutations and their significance in evolution biology and population genetics.
First, using mature spermatozoa, he confirmed the linear relationship between x-ray
dosage and mutation rate and showed that the relationship between gender-related
lethal mutations/visible mutations remained constant with increasing dosage, and
that dose effectiveness, dose fractioning and irradiation at the same dosage level and
at temperature differences in the range of 10–35 °C did not influence the mutation
frequency. His classic phenogenetic studies explore the influence of the remaining
genome (“genotypic milieu”), the external environmental conditions (“external
milieu”) and physiological variables (“internal milieu”) on the expression of
mutants. They were predominantly carried out on mutant venae transversae
incompletae (vti) of Drosophila funebris. Along with Vogt, Timoféeff-Ressovsky
distinguished between the penetrance, expressivity and specificity of mutated genes
(Laubichler and Sarkar 2002). He found that these selected indicators of gene
expression could to a certain degree vary from each other independently and that
the “genotypic milieu”, e.g. with respect to the influence of vti expression, can be
differently active in geographically differently localized lines of a species. This all
affected the way from the gene to the phene (phenogenetics), population genetics,
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e.g. the splitting of a species population into smaller (territorially isolated) sub-
populations (microevolution processes), the generation of phenotypical character-
istics in general and the genetics of ontogenesis.

In the thirties it was especially important to elucidate whether recessive lethal
mutations in fact represent the far most frequent kind of mutations or whether in
reality innumerable other mutations are also present which do not appreciably
impair the ability of an organism to survive until it reaches a reproductive age. In
extraordinarily elaborate series of experiments Timoféeff-Ressovsky was able to
show that xrays induce approximately twice as many mutations of the
last-mentioned kind, i.e. without immediate recognizable effect, as lethal or sub-
lethal mutations. The evolutionary significance of mutations also became clear
when Timoféeff-Ressovsky analyzed the survivability of different mutations of
Drosophila funebris at the same temperature in different combinations with other
mutations. His results showed that the survivability of the mutant combination was
sometimes just as good as that of the most effective mutation alone, in other cases it
was just as poor as the least effective mutation alone, and in other cases it corre-
sponded to a mean. The mutant combination could also be more effective than the
most effective individual mutation or, however, less effective than the least effec-
tive. The American geneticist Bentley Glass, who in 1933 worked for half a year
with Timoféeff-Ressovsky in Berlin-Buch, wrote the following about these
experiments: “From the standpoint of clarifying the selective process upon the raw
material of evolution, the mutations, this investigation is one of the most important
ever made by anyone” (Glass 1990). In 1934, apart from “The experimental pro-
duction of mutations”, still today considered a classic survey and in which he—by
the way—already used the term “genetic engineering”, Timoféeff-Ressovsky
published his most comprehensive work on phenotypical gene manifestation during
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the pre-war period “The link between the gene and the morphological character”
(Timoféeff-Ressovsky 1934a). In his publication “Genetics and Evolution”
(Timoféeff-Ressovsky 1939), which appeared in 1939 and like the aforementioned
publication was also met with much acclaim, he summarized for the first time his
notions on the genetic mechanisms in the processes of microevolution. In 1940,
together with his wife, he reported the results of his population-genetic studies on
temporal and spatial distribution in the open landscape (park area in Berlin-Buch) and
on the action areas of different species of Drosophila (Timoféeff-Ressovsky and
Timoféeff-Ressovsky 1940; Timoféeff-Ressovsky 1940). The above-named studies,
including further experimental data, formed the basis for the models of microevolution
which were developed as a consequence of Timoféeff-Ressovsky’s research.

Due to his spectacular research work, his lectures in Germany and in other countries
and, not least, his originality and his personal charisma, Timoféeff-Ressovsky soon
became acquainted with leading geneticists and also with many physicists and bio-
physicists, who particularly appreciated him. He exchanged ideas or worked with a
number of German scientists including e.g. the cytogeneticist Hans Bauer, the plant
geneticist Georg Melchers, the geneticist and zoologist Alfred Kühn, the biophysicist
Boris Rajewsky, the crop and radiation geneticist Hans Stubbe and the virologist
Gerhard Schramm, and also the physicist and Nobel laureate Erwin Schrödinger, the
physicists Karl Günter Zimmer, Max Delbrück, Robert Rompe,2 Pascual Jordan and
Friedrich Möglich (student of Max von Laue) and the chemist (Auer Society).

Outside of Germany he regularly took part in the famous seminar circle of the
physicist Niels Bohr in Copenhagen along with the six-years younger Max Delbrück,
as well as with Paul Dirac, Pierre Auger, Francis Perrin and William T. Astbury, and
the biologists Muller, Theodosius G. Dobzhansky, Vavilov, Boris Ephrussi,
Vernadsky, Cyril D. Darlington, John B. S. Haldane, Adriano Buzzati-Traverso,
Torbjörn O. Caspersson and Åke Gustafsson. Supported by the Rockefeller
Foundation and together with Ephrussi, he headed a small international group of
eminent scientists (geneticists, physicists, chemists, cytologists, biologists and math-
ematicians), who before the beginning of World War II met regularly off-season in
Dutch, Belgian and Danish seaside resorts to hold discussions about the most current
research problems in biology. Correspondingly, in Timoféeff-Ressovsky’s department
in Berlin-Buch an international atmosphere prevailed, with visits, lectures and guest
stays of foreign researchers, among these not seldom scientist friends from
Timoféeff-Ressovsky’s Moscow period, like Koltsov, Vernadsky, Vavilov,
Alexander S. Serebrovsky, Yuri A. Filipchenko, Grigory A. Levitsky, Georgy D.
Karpechenko, Solomon G. Levit and Chetverikov. Even the genetics department itself
was multinational, although it had a certain ‘Russian propensity’, because e.g.
Timoféeff-Ressovsky’s wife Elena Alexandrovna Timofeeff-Ressovsky, the geneticist
Sergei Romanovich Tsarapkin and the technical assistant Natascha Kromm worked
there.

2See hear “Creating a Physical Biology: The Three-Man Paper and Early Molecular Biology”,
Phillip R. Sloan, Brandon Fogel (eds), Chicago and London press 2011.
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The increasing mutual interest and collaboration between biologists and physicists
in the twenties and thirties did not develop by happenstance. These were dictated by
the general issue whether the laws of physics and biology were compatible, more
specifically, whether life processes and structures obey well-known physical laws,
including the quantum theory. For Timoféeff-Ressovsky, the paramount issue was the
molecular nature of the gene with its exceptional stability, and connected to that, the
molecular mechanisms of mutation. As Delbrück recalled in his Nobel lecture in 1969
(Delbrück 1970), the nature of the gene was at that time an issue of speculation: “From
the hindsight of our present knowledge one might consider this (‘that genes had a kind
of stability similar to that of the molecules of chemistry’) a trivial statement: what else
could genes be but molecules? However, in the mid-thirties this was not a trivial
statement. Genes at that time were algebraic units of the combinatorial science of
genetics, and it was anything but clear that these units were molecules analyzable in
terms of structural chemistry. They could have turned out to be submicroscopic
steady-state systems, or they could have turned out to be something unanalyzable in
terms of chemistry, as first suggested by Bohr …”.

In intensive discussion rounds which took place between 1932 and 1937 and in
which Muller also took part in 1932 and 1933, Timoféeff-Ressovsky became
Delbrück’s most important teacher in genetics and quantitative mutation research.
In Delbrück’s words (1969) (Delbrück 1970): “Our principal teacher in the latter
area (biology) was the geneticist, Timoféeff-Ressovsky, who, together with the
physicist K.G. Zimmer, was at that time doing by far the best work in the area of
quantitative mutation research.” Timoféeff-Ressovsky began his research on the
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mutagenic effect of x-rays in 1928/1929, first in an x-ray laboratory in building V of
the Hufeland Hospital in Buch and then continued with it from 1930 on in the
“x-ray pavilion” of the new KWI for Brain Research, an annex to the connecting
corridor between the institute and the hospital (Bielka 2003a, b). His first
radiation-genetic publications date back to 1929–30. In 1935 the classic work “On
the Nature of Gene Mutation and Gene Structure” by N. V. Timoféeff-Ressovsky,
K.G. Zimmer and M. Delbrück appeared in Nachrichten von der Gesellschaft der
Wissenschaften zu Göttingen (Timoféeff-Ressovsky et al. 1935) It also became
known as the “three-man paper” or the “green pamphlet”. In a masterly way, this
publication summarized the results of experimental, quantitative mutation research
up to that time and the model hypotheses that had been developed on the mutation
process and on gene structure. The most important conclusions were, first, that a
spontaneous mutation must be due to a rare and single-step (in analogy to the
principles of quantum mechanics) stable molecular alteration via atomic rear-
rangement; and second, that mutations induced by ionizing rays are correspond-
ingly dose-dependent, more frequent atomic rearrangements of the same kind
(cumulative, direct one-hit events without threshold value, in the sense of target
theory) (Timoféeff-Ressovsky and Zimmer 1947), triggered by ion pairs or small
ion clusters. The possibility of an indirect triggering of a mutation through
radiation-induced, short-term free radicals and/or chemical mutagens could not yet
be taken into consideration at that time because these mechanisms were not dis-
covered until years later. By contrast, first estimations—which later proved to be
untenable—were already presented as to the size of a gene (derived via the volume
of the mutation-triggering spatial target area). This and the notion that genes are
molecules with stable atomic structure in which energy-conductive processes in
turn lead to stable structural changes (mutations) of the same kind, has contributed
considerably to the development of molecular genetics.

According to the activity report of the genetics department for 1937/1938
(minutes of the Board of Trustees meeting of the KWI for Brain Research from
December 1938, Archives of the History of the Max Planck Society) (Satzinger and
Vogt 1999), Timoféeff-Ressovsky had also at that time attempted to determine by
x-ray structure analysis a crystal structure of chromosomes and to produce electron
diffraction images of salivary gland giant chromosomes of Drosophila. The results
were not published, but in principle these approaches corresponded to the later
application of similar methods elucidating the structure of DNA in the 1950s. The
significance of the seminal works of the Berlin-Buch research group on the nature
of genes and mutation was emphasized by Schrödinger (Nobel Prize for Physics in
1933 for his contribution to quantum theory, together with Dirac) in his book “What
is Life?” published in 1944 (Schrödinger 2001), and in part even served as basis for
this excellently written text. Schrödinger’s book strongly influenced the develop-
ment of biology after the end of World War II. The international reputation of the
work of Timoféeff-Ressovsky and Delbruck (who emigrated to the U.S. in 1937
and there became one of the fathers of molecular genetics) grew even more.
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From 1937/1938 on Timoféeff-Ressovsky’s department had a powerful Philips
neutron generator (linear accelerator with voltage up to 600,000 volts) at its disposal,
with the aid of which radionuclides could be produced. Neutrons cause higher ion-
ization densities in tissue than x-rays, and also in the case of neutrons the mutation rate
was proportional to the radiation dose up to a saturation value, and a threshold value
was not detected. Again, one ionization was postulated as a hit. Incidentally, even
back then Timoféeff-Ressovsky had expressly pointed to the danger of radiation
damage—including genetic damage—to humans through ionizing radiation, espe-
cially with respect to medical personnel in radiation diagnostics and therapy.

Apart from genetic and mutation research, Timoféeff-Ressovsky’s department
also experimented with radionuclides from about 1940 on. They were produced
with the aid of the department’s own neutron generator and purified by his col-
leagues Hans-Joachim Born (student of Otto Hahn) and Zimmer. The measure-
ments were primarily carried out by Elena Alexandrovna Timofeeff-Ressovsky,
Born, Joachim Gerlach3 and Paul Max Wolf4 (Auer Society) , using the radioactive

Nikolai V. Timoféeff-Ressovsky, 1943. Photo: private
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4See Footnote 3.
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tracer methods developed by Georg von Hevesy in the thirties. They pertained to
the absorption, distribution, storage and excretion of radioactive isotopes of
phosphorus, chlorine, arsenic and manganese in the mouse (in the case of radium
224 also the retention time, circulation time, in humans). After the end of the war
alleged human experiments in the genetics department were an issue of controversy
—quite unfairly so, because the doses used were very low and completely harmless.
Experiments were also conducted on rabbits with thorium 234. It accumulated in
the lymphatic system and later was used as a contrast agent (Thorotrast) in radiation
diagnostics, but due to negative long-term effects (thorotrastoses, malignant
thorotrastoma) it has no longer been used since the 1950s.

However, worthy of mention are also cell and molecular biological studies,
which were important to establish basic methodology. An example of this is
described in one of Timoféeff-Ressovsky’s letters to his friend Boris Rajewsky
dated March 17, 1941: “Dear Boris Nikolaevich!… Sometime ago you ran the risk
of promising me schnaps, if we should succeed in radioactively labeling chromo-
somes or filterable viruses. I herewith have the pleasure of informing you that the
latter has been successful: By biological means we have incorporated radioactive
phosphorus into the tobacco mosaic virus (by breeding tobacco plants on a
radioactive phosphorus-containing nutrient solution and propagating the mosaic
virus on such radioactive plants). It is quite amusing! Kind regards from house to
house, Yours (signature)”.

As the Nazi period continued, especially with the beginning of World War II and
the German attack on his fatherland on June 22, 1941, a shadow fell on
Timoféeff-Ressovsky’s life. The war and the responsibility for his family, staff and
department increasingly became a psychological burden to him. Muller had left
Berlin-Buch after the first attacks of SA troops on the KWI for Brain Research in
1933. Vogt was attacked by the Nazis because of his pacifist and cosmopolitan
attitude (among other reasons because he employed women, including Jewish
women, at his institute) and had received his dismissal in 1934 for political reasons.
However, thanks to the support he received from Gustav Krupp von Bohlen and
Halbach and Max Planck, president of the Kaiser Wilhelm Society, he remained
acting director of the institute until April 1, 1937. Vogt complained at that time that
the atmosphere at the KWI for Brain Research had drastically worsened due to
denunciations of staff members. His successor Hugo Spatz actually intended to shut
down the genetics department, which he considered to be an “alien element” in the
institute. He finally had to consent to an agreement between the Kaiser Wilhelm
Society and the responsible ministry, according to which the department was to
remain preserved with a simultaneous budget increase. However, as far as the
administration and the budget were concerned, the department was to be inde-
pendent of the KWI for Brain Research. The continued existence of the genetics
department was then ultimately secured in 1938 when Timoféeff-Ressovsky was
named scientific member of the Kaiser Wilhelm Society at the KWI for Brain
Research.

In 1932 Timoféeff-Ressovsky held a much acclaimed plenary lecture at the 6th
International Congress of Genetics in Ithaca, New York, USA, in the presence of
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many world-renowned geneticists, among them Vavilov, Morgan and Muller.
Following the conference, he was invited to work at the laboratories of the Carnegie
Institution in Cold Spring Harbor for several months. Finally, in 1936 he was
offered a position at the Carnegie Institution, which he rejected after much reflec-
tion. In his correspondence with Miroslav Demerec (Satzinger and Vogt 1999) he
based this decision on his responsibility for his scientific and technical staff in
Berlin-Buch and the fact that his sons attended the French secondary school in
Berlin, and he did not want to ask them to make this adjustment. Another reason for
his refusal was that in comparison to Germany, scientists had a lower status in the
U.S., which Muller had pointed out to him.

In May 1937 Timoféeff-Ressovsky turned to the Soviet embassy in Berlin with
the request of extending his and his family’s permit to stay in Germany. This was
rejected. Although this decision was very difficult for them, the
Timoféeff-Ressovskys decided against returning to the USSR under the conditions
prevailing there. Upon his request Timoféeff-Ressovsky had also been urgently
warned beforehand by his teacher Koltsov via the Swedish embassy (“… of all the
methods of suicide, you have chosen the most agonizing and difficult. And this not
only for yourself, but also for your family…. If you do decide to come back,
though, then book your ticket straight through to Siberia!”) (Glass 1990). Vavilov,
at that time president of the Academy of Agricultural Sciences of the USSR, also
pointed out via Muller that only arrest and hard punishment awaited him under
Stalin’s rule with its waves of purges in the period of the repression of genetics and
geneticists by Trofim D. Lysenko and Isaak I. Prezent. After Timoféeff-Ressovsky
became a scientific member of the Kaiser Wilhelm Society, the German Minister of
Science Bernhard Rust suggested to him in July 1938 that he assume German
nationality. Timoféeff-Ressovsky politely refused (“I was born a Russian and see no
possibility of changing this” (Paul and Krimbas 1992)). He always remained a
Russian patriot (according to his assistant Natascha Kromm: “More than a patriot—
a chauvinist” (Paul and Krimbas 1992)) and during the war repeatedly remarked
that he was sure of Russian victory, for which he was admonished by the secretary
general of the Kaiser Wilhelm Society.

For Timoféeff-Ressovsky it was especially depressing and hard to grasp that the
best Russian geneticists—many of them his teachers—were arrested one after another
as a consequence of the official damning of genetics in favor of the Lysenko doctrine
during the waves of purges between 1929–1931 and 1936–1940. Most of them per-
ished in prisons and labor camps. Chetverikov was denounced in 1929, arrested and
banished to Sverdlovsk (today Yekaterinburg); he died in 1959. Koltsov lost his
position as institute director and died in 1940. Vavilov died of starvation in prison in
1943. Karpechenko, Levitsky and Levit also died in prison. Timoféeff-Ressovsky’s
younger brothers Vladimir and Dmitri were likewise arrested and lost their lives, as
did many of Elena Alexandrovna Timofeeff-Ressovsky’s relatives. Another blow of
fate followed in 1943. Timoféeff-Ressovsky’s older son Dmitri had—without
informing his parents in detail—at age 18 become a leading member of a young
anti-Nazi resistance group which also helped prisoners of war, among them two
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French pilots and East European and Western foreign workers, by providing them
with hiding places and medication.

A provocateur blew their cover in 1943, and about 50 people were arrested as a
consequence. Natascha Kromm had to watch from a window in the gatehouse in
Berlin-Buch how Dmitri was arrested on the street. Afterwards a number of leading
German scientists tried to intervene for Dmitri, but without success. The head of the
Reich Security Central Office, Ernst Kaltenbrunner, wrote Timoféeff-Ressovsky in
an official letter that Dmitri could not be rescued because he had worked against the
Führer and the Reich. Dmitri was sent in August 1944 to the Mauthausen con-
centration camp, transferred later to the affiliated Melk camp and apparently per-
ished there in 1945 a few days before the war ended. After a last sign of life in
December 1944, his parents hoped for months that they would see their son again
alive; Elena Alexandrovna Timofeeff-Ressovsky never gave up this hope until her
death on Easter Sunday 1973. Still in July 1944 the Gestapo had offered—through
Professor Julius Hallervorden, a department head of the KWI for Brain Research—
to keep Dmitri in prison instead of sending him to a concentration camp, in case
Timoféeff-Ressovsky declared his willingness to head the Nazi sterilization pro-
gram for people of Slavic descent (Babkov and Sakanyan 2002; Bielka 2003a).
Timoféeff-Ressovsky refused this categorically.

During the last years of the war the situation for Timoféeff-Ressovsky, who
already was under severe psychological pressure, became increasingly perilous.
Although he was a world famous geneticist, he was considered to be an “enemy
alien”, since he had a “consular” passport (issued outside of his native country) of
the USSR. Moreover, he was neither a member of the Nazi party nor any of its
organizations, and was often the target of suspicion in connection with the anti-Nazi
activities of his son and his hardly reserved way of expressing his political views.
Despite this, the Timoféeff-Ressovskys continued to aid many people who were in
need. They hid individuals at home and in the institute who were threatened
because they had Jewish relatives and helped forced laborers and prisoners of war
to get jobs as temporary workers in the genetics department. The
Timoféeff-Ressovskys’ quick-witted, spontaneous willingness to help becomes
very clear in a report of Professor Bernhard Hassenstein (Winkler 2001). He
describes how Timoféeff-Ressovsky issued him a certificate (not based on fact)
during his last visit in Berlin-Buch on February 10, 1945, without explaining it in
more detail.

For Timoféeff-Ressovsky himself this was very risky, but for Hassenstein it was
possibly life-saving in the coming chaotic period at the end of the war, which
Timoféeff-Ressovsky foresaw. “Berlin-Buch, February 10, 1945 C e r t i f i c a t e
This is to certify that Mr. Bernhard Hassenstein is working as a laboratory assistant
in the Department of Genetics of the Kaiser Wilhelm Institute at Berlin-Buch.
Signature and department seal”: “At that time I had no idea that
Timoféeff-Ressovsky had saved the lives of many people in a similar fashion. Even
though I never needed this certificate, it is one of the most deeply moving docu-
ments of my life.”
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Fighting on the Eastern Front was getting closer and closer to Berlin, and for that
reason, already in 1944 the evacuation began of entire departments of the KWI for
Brain Research to the western part of Germany. However, this did not apply to
Timoféeff-Ressovsky’s genetics department. He had decided to hold out, because
he believed that he as a Russian could best negotiate with the approaching Soviet
military units to preserve the department and the safety of the staff. He stuck to this
decision, although many friends and colleagues urged him to evacuate to the West.
Among these was also Boris Rajewsky from Frankfurt am Main, who went to see
him in Berlin-Buch with the same intention right before the end of the war, but
without success. It would be wrong to believe that Timoféeff-Ressovsky was sure
of his course. On the contrary, he had been in a desperate state of mind for months
—abstracted and hardly approachable (N. Kromm, personal communication).

In Berlin during the last weeks before the end of the war, continual bombard-
ments, destruction and chaotic conditions prevailed. Berlin-Buch, which had been
comparatively spared, was overrun on April 21, 1945 by a first wave of attack of the
Soviet Army and then occupied. Following a conversation with General A.
P. Savenyagin, deputy to the People’s Commissioner for Internal Affairs of the
USSR and responsible for certain areas of Soviet research, Timoféeff-Ressovsky
was named acting director of an institute of genetics and biophysics, his former
Department of Genetics, by a department of the Soviet Secret Service NKVD
responsible for atomic research. With that, the institute came under the authority of
the Soviet Military Administration. Besides that, the Soviets put him in the post of
mayor of Berlin-Buch. A Soviet guard was stationed on the institute’s premises to
preserve law and order.

Five months later, however, in the night from the 14th to the 15th of September
1945, Timoféeff-Ressovsky was “requested” by another department of the NKVD
to come to an approximately one-hour meeting and was transported away in a black
limousine. A follower of Lysenko, Nikolai I. Nuzhdin, had denounced
Timoféeff-Ressovsky. His Russian colleague, the geneticist Tsarapkin, was also
arrested. The institute equipment was dismantled and taken to the USSR. Elena
Alexandrovna Timofeeff-Ressovsky remained in Berlin-Buch with her son Andrei
and like everyone in Berlin-Buch, did not receive news that her husband was still
alive until two years later when word came from a secret research station in Sungul
in the southern Ural Mountains. Soon afterwards, Elena Alexandrovna
Timofeeff-Ressovsky and Andrei were allowed to join him there. In the meantime
she had first been out-of-work in Berlin-Buch, supported by Care packages sent by
American colleagues. However, from May 1946 on she was employed as an
assistant to Hans Nachtsheim in the Institute of Zoology of the University of Berlin.
Andrei Timoféeff was able to begin studying physics at the same university.

[…]
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Contribution of N.W. Timoféeff-Ressovsky
to Biology and Methodology of Science

Alexey Yablokov

Science Contribution

Concepts of expressivity and penetrance. In the 1920s, in the work carried out
under the supervision of N.K. Koltsov, N.W. Timofeeff-Ressovsky formulated two
fundamental concepts in classical genetics—the concepts of expressivity and pen-
etrance. Expressivity is the degree of phenotypic expression of a gene, the degree of
development of the phenotypic trait. It depends on the influence of other genes in
the development of individuals and on environmental factors. Penetrance is the
frequency of gene expression; in other words, it is the proportion of individuals in
the population who have this gene phenotypically manifested. With complete
penetrance, dominant or homozygous recessive allele appears in each individual in
a population, and with incomplete—only in some ones. The concepts of penetrance
and expressivity have become the fundamental ones in phenogenetics, medical
genetics, and practical breeding of animals, plants and microorganisms. Working in
Germany, Nikolay Wladimirovich found that the combination of recessive muta-
tions may increase viability; it deepened the understanding of the evolutionary
significance of the phenomena of recessivity and dominance.

Biophysical model of the structure of the gene. In the 1930s, developing N.K.
Koltsov’s ideas of “hereditary molecules”, Nikolay Wladimirovich, together with
M. Delbrück and K. Zimmer, created the first biophysical model of the structure of
the gene as a macromolecule encoding on the template principle. As a Nobel
laureate for the development of this model, M. Delbrück always stressed the fun-

Advanced text of the speech at the Round Table “N.W. Timofeeff−Ressovsky: Science without
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damental importance of Timofeeff-Ressovsky’s ideas underlying molecular
biology.

Hit principle and target model. Nikolay Wladimirovich is one of the founders of
modern radiobiology. In 1930 he, together with K. Zimmer, formulated the “hit
principle” and “target” theory; however, even rare hits in “target” can cause cell
death or mutation, the frequency of which will increase with the dose. These
principles form the basis of the quantitative biophysics of ionizing radiation and
have not lost their significance today, after the discovery of other biological effects
which can be induced by ionizing radiation (e.g., “bystander effects”).

Theory of microevolution. It is difficult to overestimate the contribution of
Timofeeff-Ressovsky to evolutionary and population biology. He created the theory
of microevolution—evolution processes taking place at the level of populations and
ending speciation. Nikolay Wladimirovich defined elementary factors in the process
of microevolution (stochastic: mutation process, the insulation, the waves of life,
and natural selection as the only directional factor), elementary unit (population),
elementary evolutionary event (genotypic changes in the composition of the pop-
ulation), elementary evolutionary material (mutations of various types). Long
known apart, all these processes and phenomena, embedded in a clear pattern of
interaction, made the section of microevolution most “advanced” in evolutionary
theory. His work on adaptation polymorphism in natural populations became
classic. In population biology, Timofeeff-Ressovsky initiated the creation of yet
another frontier of biological science—phenetics of natural populations, which is
based on the doctrine of phens (elementary signs of phenotype).

Concept of levels of organization of living matter. Up to now, the contribution
of the scientist to general biology, his concept of levels of organization of living
matter, is not fully appreciated. Each of the four levels selected by
Timofeeff-Ressovsky (molecular genetics, developmental, population-specific and
biogeocenotic) is characterized by the presence of specific elementary structures
and phenomena.

Radiation biogeocenology. Together with his wife Elena Alexandrovna
Timofeeff-Ressovsky, Nikolay Wladimirovich laid the foundations for another
frontier science—radiation biogeocenology. This scientific direction has become
urgent in our time because of the widespread pollution of the biosphere by a variety
of anthropogenic radionuclides as a result of careless and irresponsible handling of
the atom by man.

Over the past decade it has become clear that the scientific directions which were
established or advanced by Timofeeff-Ressovsky have a different fate. Something
has become a cornerstone in the building of modern biology (for example, the
theory of microevolution), something pushed colleagues to the outstanding
achievements (gene structure), something required additions and development (as it
turned out, the target theory describes only part of the complex picture of the
radiation effects on living matter). The concept of the levels of the living organi-
zation, as well as phenetics of populations, is still waiting for its development; they
may be in greater demand in the near future than today.
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Methodology of Science

Methodological principles. The place of Timofeeff-Ressovsky in science is
determined not only by the areas of specific scientific disciplines briefly listed
above, but also by the development of the methodology of scientific knowledge. As
Timofeeff-Ressovsky had once said, he thought the most important thing he made
in science was a formulation of the enhancer principle (it was described by him in
the 1930s together with R. Rompe). According to this principle, a single change at
the level of a gene can change the properties of the whole organism and activate the
power several orders of magnitude greater for the energy used, or, in more general
terms, energetically insignificant events can lead in nature to the consequences of
many orders of magnitude larger. The enhancer principle has proven to be one of
the five axioms of theoretical biology (“random change in genetic programs during
the formation of the phenotype is magnified”).

Below are listed four methodological principles that were widely used by
Nikolay Wladimirovich, in his characteristic aphoristic form of words.

1. It is always necessary to “distinguish the essential from the inessential”. It was
the main principle of Timofeeff-Ressovsky. He formulated this principle in
different variations: “it is not necessary to study the 40th leg of the centipede”,
and, saying that someone “does not spoil the starry sky”, he meant that science
should try to “spoil” the starry sky: try to solve the major challenges. Nikolay
Wladimirovich used very carefully the word and the concept of “scientific
theory”. The “theory” is the highest achievement of scientific thought. He
applied this term only to Darwinism and classical genetics (Mendelism).
According to Timofeeff-Ressovsky, the structure of scientific research looked
like this: interesting facts—empirical generalizations—a hypothesis—a concept
—a theory. If the hypothesis found confirmation of new facts, it could turn into
a concept. Behind such a formal approach lies clarity (even stiffness) of sci-
entific thinking peculiar to Nikolay Wladimirovich, which allowed him always
to distinguish the essential from the inessential.

2. All must be “sorted out”. Hence follows the need for finding basic structures
and factors (structuring), establishing a hierarchy of events and phenomena.
This principle is adjacent to the principle of “non-jellylike world”—discreteness
of all things, and the saying “let me pause to think of it”, which he used as a
humorous analogue of the so-called “system approach”, having then the general
vogue.

3. “Do not do what the Germans are doing better than you”. The principle is
multi-faceted. It is not necessary to conduct research in a certain field if someone
is well under way in this way. Try to be at the forefront of science.

4. “You can pick up an example for any rubbish”. With his piercing theoretical
thinking, Nikolay Wladimirovich was skeptical about various “inconvenient”
facts and examples. With constant imperfection of our knowledge, one can
discover some apparent confirmation of any extravagant hypothesis. Therefore,
Timofeeff-Ressovsky was in no hurry to abandon the considered constructs, just
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because some facts fall beyond the general concept. In all such cases known to
me, he was, after all, right, and the facts which seemed suicidal for a concept
were then adequately explained.

He was a born Teacher and methodologist. He was open to all, and especially to
young people. It gave him obvious pleasure to discuss directions for future research.
Thus, on the one hand, he was always markedly polite in such discussions, but
sometimes finished literally with utter rout of the proposed scheme, or areas of
research, showing weaknesses and irrationality, and offering other ways of solving
the issue. Perhaps it is this openness to everyone who addressed him and the ability
to help everyone understand what and how to do something interesting in science
that attracted a lot of young—and elderly—researchers.

Timofeeff-Ressovsky fumed when someone began to justify the importance of
the proposed research areas referring to the importance of one thing and another. He
often said that a sufficient basis for the development of a topic in science is the
principle “because it’s fun”. Based on many conversations with
Timofeeff-Ressovsky, I am sure that this seemingly unpretentious expression is
associated with the deep philosophical principles of free will.

When he saw the man perceiving his criticism, he started “smashing” seriously,
not mincing words. Oddly enough, such a dressing down did not depress people,
rather it inspired them. When talking about classes in science, he often repeated the
phrase, which later also became winged: “Science needs to be addressed without
wild beast’s seriousness”.

N.W. Timofeeff-Ressovsky is not only one of the greatest biologists (who
thoroughly “spoiled” the starry sky of the biology of the twentieth century), but also
an outstanding science methodologist.
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Personal Recollections About
N.W. Timoféeff-Ressovsky and His Action
for Radiation Biophysics in Berlin-Buch
and Dubna

Helmut Abel and Gudrun Erzgräber

Helmut Abels Memories

In 1957 I had my first business trip to Leningrad. Professors Walter Friedrich and
Robert Rompe implicitly encouraged me to inquire about Timoféeff-Ressovsky.
But all my efforts were unsuccessful. This went on year after year, at some points I
was even warned that any question about Timoféeff-Ressovsky—were bad
questions.

Our Department of Biophysics in Rossendorf, which was established in 1966,
has aspired cooperation with Soviet institutions, so we decided to contact Dubinin.
Of course, for our interests and ideas in radiobiology the contact with
Timoféeff-Ressovsky were most important. The trip to Dubinin to Moscow already
took place in 1966. Dubinin, answering the question about Timoféeff-Ressovsky,
has advised me to contact the Obninsk Institute of Medical Radiology.1 We have
applied for this trip, on the ground that scientific cooperation should be initiated.
This was approved, which allowed me to go to Obninsk in 1966, where I first met
Timoféeff-Ressovsky.

We talked for hours about one of our newly published papers with research from
Rossendorf. Frankly speaking, it was more of an interrogation than a discussion. He
asked questions about my graduate and doctoral theses, and where they were
performed, and who my (doctoral) supervisors were. Having mentioned the names
of Rompe and Friedrich and my temporary work in 1952 in Berlin-Buch, I handed
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him a letter and photos from Rompe. Timoféeff-Ressovsky suddenly became very
excited, rushed out of the room and came back with his wife Elena Alexandrovna
Timofeeff-Ressovsky. He introduced me to her with the words: “We have a visitor
from Buch”. We then immediately drove to their apartment. Not another word was
said on radiation biophysics, we only spoke about Berlin-Buch, Robert Rompe and
his family, on literature, painting, music and the political developments in the past
and present. These conversations went on late into the night.

The planning of our cooperation was discussed then in the following days in the
institute and every evening up to deep in the night in Timoféeff’s apartment with
himself, his wife Elena Alexandrovna Timofeeff-Ressovsky and his young colleagues.
But we talked not only about possible topics for our cooperation. He was literally by
leaps and bounds back and forth. Just were talking about experiments on Drosophila,
then about Leonardo da Vinci, then about Heisenberg’s uncertainty principle. These
jumps and broad range of scientific as well as cultural interests impressed me very much.

During the week that I spent with him in Obninsk we were able to design a fairly
extensive program of our collaboration in writing. Our plan included 2 stages: A 1st
stage was aimed at the investigations of radiation-induced mutations in Drosophila
and Arabidopsis; irradiation in Rossendorf and evaluation in Obninsk. The first goal
was the continuation of their previous work in Berlin-Buch, and the second was to
clarify some contradictory results in the literature. A 2nd stage was dedicated to the
quantitative analysis of radiation-induced damage of isolated DNA and its possible
intracellular repair mechanisms and biological consequences thereof.

In 1967 our biophysical department in Rossendorf was re-organized as an
external part of the Institute of Biophysics in Berlin-Buch, in which I was invited to
build up a department of radiation biophysics. Our cooperation has thus led
Timoféeff-Ressovsky indirectly to Berlin-Buch.

The first stage of our cooperation covered the years 1967–1972 with a total of 7
publications.

In 1972, Timoféeff-Ressovsky was fired from the Institute in Obninsk. However,
he gave me a phone number of a friend of him in Moscow, and through this person
we always could reach him. After 1972, we met several times for in-depth dis-
cussions of the second stage in Moscow. It was planned to perform comparative
experiments with beams of different ionization density, gamma-rays, protons,
neutrons and heavy ions. Experiments with heavy ions, however, could only be
conducted in the nuclear research center in Dubna. Timoféeff suggested that I
should give a lecture in Dubna and handed over its written text as an application for
approval of experiments in Dubna. The idea was that he would certainly be asked
by Dubna for consulting and expertise. And it happened exactly like he said.

After initially only sporadic experiments in 1973–1975 we received our own
laboratory in Dubna,2 which existed from 1976 to 1983 and was built by Gudrun
Erzgräber as a branch of our Berlin-Buch Radiation Biophysics Department.

2Joint Institute for Nuclear Research, Laboratory of Nuclear Problems.
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Thanks to the support and the many discussions with Timoféeff-Ressovsky we
have performed and published a large number of studies on radiation-induced cell
damage and intracellular DNA repair.

In 1987 the Soviet military jurisdiction asked the GDR for mutual legal assis-
tance regarding the applications for the rehabilitation of Timoféeff-Ressovsky. The
Academy of Sciences of the GDR fulfilled this request. After a detailed analysis of
available documents, lectures and publications of Timoféeff-Ressovsky we came to
the conclusion that his research at no time served fascism in Germany or provided
materials for the warfare. In June 1992, posthumously, Timoféeff-Ressovsky was
rehabilitated officially.

Robert Rompe expressed the opinion of many colleagues when he said: “His
rehabilitation came too late for him. Yet it gave to all who knew, admired and
worshiped him a sense of joy about a fair decision”.

Gudrun Erzgräbers Memories and Activities in Buch
to Commemorate Timoféeff-Ressovsky

I met Prof. Nikolai Vladimirovitch Timoféeff-Ressovsky in March 1967 in
Obninsk. This was preceded by a long story, as described by Helmut Abel, my
teacher and leader of radiation biophysics in GDR.

I came to Obninsk to Nikolai Vladimirovitch for a 10-day working visit with the
aim to manage the planned collaboration between Helmut Abel and
Timoféeff-Resovsky. The purpose of the planned experiments was to study the
effect of different kinds of radiation on mutation frequency in different biological
objects, especially in Drosophila melanogaster and in Arabidopsis thaliana.

Nikolai Vladimirovitch asked a lot of questions at the same time, was impatient
regarding the start of joint experiments. There were two other colleagues of Helmut
Abel together with me in Obninsk. On the next days we were preparing common
reports which were supposed to be presented in front of the Timoféeff-Ressovsky
team.

In 1968 I visited Nikolai Vladimirovitch for the second time. I had a special
mission. Due to the precarious situation of our Department of Biophysics at the
former Institute for Nuclear Research in Rossendorf our cooperation which has just
begun was at risk to be terminated, so I came to ask Timoféeff-Ressovsky for help.

The hospitality of the Timoféeff-Ressovsky family was very warm; we have
already carried out the first joint experiments and also the first close colleagues of
Timoféeff-Ressovsky visited us in Rossendorf.

Most impressive events of this week for me were the evenings at his home, in
which I was integrated not only as a guest like during my first stay, but more like a
good friend. Just 4 years ago I graduated from the University and for me this kind
of professor-student relationship which I could observe there was extremely fas-
cinating: in the hallway of the small apartment there were at least 10 pairs of
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slippers of those who visited Timoféeff-Ressovsky every day, no, they were
actually at home there. The discussions over tea and biscuits were very loud,
everything what was interesting was discussed very openly and frankly: art, sci-
ence, philosophy, not so often Institute’s problems. However, if these came up
Timoféeff-Ressovsky was never shy to call a spade a spade. For me as a young
graduate, this was the first serious and loud criticism of conditions during
Socialism, which I heard. Only later, when I learned more about his life and have
been working and living in Russia for many years, I wondered how he could talk
like that without being punished.

The result of my diplomatic mission was a letter from Timoféeff-Ressovsky to
his old friend Prof. Rompe, the head of the Department of Physics North of the
Academy of Sciences of GDR. This was of great help, and the cooperation with
Timoféeff-Ressovsky could be continued. During period of the joint work with
Timoféeff-Ressovsky in 1967–1971 we met three of his students in Rossendorf:
Vladimir I. Ivanov,3 Eugene K. Ginter and Nikolay V. Glotoff who worked each
several times for several weeks with us. Seven joint publications in the “studia
biophysica” resulted from our cooperation.

At the beginning of the seventies the Department Timoféeff-Ressovsky was
dissolved and his students were stuffed into different places in Russia. Thus, our
contact with him was broken for the time being. In 1973 and 1974 Helmut Abel
succeeded to get in touch with Timoféeff-Ressovsky again, through colleagues from
the Intercosmos—Institute in Moscow. However, the meetings had conspiratorial
character and took place in Moscow apartments.

Nevertheless, this illegal contact was very helpful for us. In 1976, thanks to the
support of Timoféeff-Ressovsky, we were able to organize radiobiological working
group at the nuclear research center in Dubna.4 So I also owe Timoféeff-Ressovsky
my almost eight-year stay in Dubna.

On the day of his death Helmut Abel and I were in Dubna. We worked there
since 1978 together with V.I. Korogodin, a student of Timoféeff-Ressovsky.
Unfortunately, our urgent appeals to allow us to travel to Obninsk to attend the
funeral were rejected.

After the reunification of East and West Germany Professor Ganten and
Professor Bielka, the new and former directors of our institute, supported the
memory and the respect of scientific traditions on the Campus Berlin-Buch.

So we set up a small Timoféeff-Ressovsky-museum in one of the laboratory
buildings with many exhibits from the old laboratory of Timoféeff-Ressovsky time.
On open house days on the Campus Berlin-Buch there are regular guided tours of
the Museum. In 2000, on the occasion of the 100th birthday of
Timoféeff-Ressovsky, we organized in Berlin-Buch a symposium at which three

3See “Vladimir Il’ich Ivanov (1932−2011)” In: Korogodina VL, Mothersill C, Seymour C (eds).
Proceedings of the Third Int. Conf after N.W. Timofeeff−Ressovsky (2012). JINR Publ, Dubna:
230−238 (Russian).
4Joint Institute for Nuclear Research, Laboratory of Nuclear Problems.
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former students of Timoféeff-Ressovsky took part: Glotoff, Ginter and Ivanov. At
this symposium, we also showed our own summary of the movies directed by
Sakanyan.

In 2006 we named the new laboratory building for genomics after
Timoféeff-Ressovsky. A close friend of him, Prof. Avakyan,5 who unfortunately
could not attend, sent a message of greeting, which I read and added with my own
personal memories on Timoféeff-Ressovsky. Furthermore, we organized some
commemorative readings in particular for Elena Alexandrovna Timofeeff-
Ressovsky with the participation of high-level scientists.

With all our activities in Berlin-Buch we hope to contribute to honor the memory
of Timoféeff-Ressovsky and his scientific achievements and to give the possibility
for young scientists and other interested people to learn more about
Timoféeff-Ressovsky personality.

5See “Vladimir Il’ich Ivanov (1932−2011)” In: Korogodina VL, Mothersill C, Seymour C (eds).
Proceedings of the Third Int. Conf after N.W. Timofeeff-Ressovsky (2012). JINR Publ, Dubna:
204−211 (Russian).
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Part II
Genetic Processes



Template Principle in Biology

Sergey G. Inge-Vechtomov

Origin of the Template Principle

Evolution and expansion of genetic paradigm proceeded from Mendelism to
chromosome theory and further to the concept of DNA as genetic material is
presented at Fig. 1 (Inge-Vechtomov 2013) . The idea of protein inheritance, ini-
tiated by the study of infectious prion proteins (Prusiner 1994), especially in lower
eukaryotes (Wickner 1994; Wickner et al. 1995) , had been shaped just to the end of
the XX century. It raised the new problems in description of inheritance and
variability phenomena from the unitary position. As we suppose the new paradigm
based on the template principle overcomes those difficulties. The essence of the
template principle in this context offered N.V. Timofeev-Ressovsky at the begin-
ning of the 30-ies of the XX century in his idea of “convariant reduplication”,
which he posed to describe reproduction and variability of the genetic material as
the single process (see: Timofeev-Ressovsky 1980).

The roots of the template principle may be followed from R. Virhow (“Omnis
cellula e cellula”) and L. Pasteur who postulated at the middle of XIX century the
uninterruptable continuity of reproduction of living matter. The principle had been
finally shaped by N.K. Koltsov (Fig. 2) in the period of chromosome theory
establishment, even before recognition of DNA as universal genetic material:
“Omnis molecula e molecula” (Koltsov 1936). We can go on in discussion about
whether Koltsov’s view was adequate to our contemporary knowledge of template
processes when a molecule builds a copy of itself. Koltsov, as the majority of his
colleges, considered proteins as genetic material. Nevertheless we should stress the
general historical trend which had been expressed by Koltsov.
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Fig. 1 Paradigm evolution in genetics

Fig. 2 N.K. Koltsov—founder of Moscow school of experimental biology

Fig. 3 N.V.
Timofeeff-Ressovsky 1960s
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N.V. Timofeeff-Ressovsky (Fig. 3) was one of the brightest representatives of
Koltsov’s team. He could not avoid the influence of his teacher and finally it was
expressed in his formula of “con-variant reduplication”.

Timofeeff studied the problem of the gene with K. Zimmer and M. Delbrück
(Fig. 4), utilizing radiation induced mutagenesis in Drosophila. Their famous paper
—so-called “Green pamphlet” (Timofeeff-Ressovsky et al. 1935), in which target
theory had been offered for explanation of the primary events in gene mutations,
became the basis of the future molecular biology. In spite of the fact that the
principle was not fully adequate for the explanation of the mechanism of muta-
genesis as we shall see further, the biological phenomenology had been offered in a

Fig. 4 (From left to right) N. Timofeeff-Ressovski, M. Delbrück, K. Zimmer (Goldman 2011)

Fig. 5 Nobel Prize winners (1962), from left to right: Francis Harry Compton Crick, James
Dewey Watson, Maurice Hugh Frederick Wilkins
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form amenable to physicists. It was the first attempt to reduce biological phe-
nomenology to the level of molecular mechanisms.

We know that the “Green pamphlet” highly impressed the physicist E.
Schrödinger, who used it as a basis of his lectures and later on of his book “What is
Life? The Physical Aspect of the Living Cell” (Schrödinger 1944). After reading of
this book a number of physicists turned to biology. We can remain M. Wilkins
(Nobel Prize 1962 with J. Watson and F. Crick) (Figs. 5, 6).

Central Dogma and Protein Inheritance

The further progress in description of replication of genetic material (DNA) and
expression of genetic information via transcription and translation had been sum-
marized in the Central Dogma (CD) of molecular biology by F.H.C. Crick at 1958
and acquired the widely excepted form (Fig. 7) to 1970 (Crick 1958, 1970).
Numerous efforts to revise this idea failed. Opponents of CD inadequately exploded
the term “information” (genetic information). F. Crick partially also was respon-
sible. Nevertheless, if to read attentively the essence of his works, but not simply
the words, one can be convinced that the template processes are really described:
replication, transcription, translation, when DNA serves as the template for DNA
and RNA and mRNA serves as the template for the polypeptides.

The only problem met by CD was connected with the discovery of the so-called
protein inheritance, or “replication” of infectious proteins—prions (Prusiner 1994) ,

Fig. 6 J. Watson and F. Crick. Cavendish Laboratory, Cambridge, 1953

44 S.G. Inge-Vechtomov



which had been found not only in mammals, but in lower eukaryotes also, in which
they are especially abundant (about 10) (see: Inge-Vechtomov 2003;
Inge-Vechtomov et al. 2012). In the latter case (but not in mammals) the prions
serve as cytoplasmic hereditary factors. Short-lived sensation about proteins self
replication through direct copying of their primary structure had been closed pretty
soon. The synthesis of prion producing proteins proceeds on ribosomes as usually.
Meanwhile, modified conformation (spatial folding) of some proteins, followed by
their aggregation, may be transferred to homologous and even to some heterologous
polypeptides. The idea of spatial or conformational templates was born this way.

Fig. 7 Central dogma of molecular biology as the template principle reflection (Crick 1958, 1970)
with addition

Fig. 8 Prionization of PrP protein (Prusiner 1994). C—cellular, Sc—scrapy

Template Principle in Biology 45



Moreover, there is an idea of probiotic origin of primary replicating structures as of
amyloidogenic peptides with b-sheet structures (Maury 2015). So if we would
present CD as the essence of the template principle we should accomplish it with
the second order templates, protein conformational templates (Fig. 7). This addition
to the CD must be more detailed comparable with the original Crick’s description,
though there is no satisfactory knowledge of the mechanism so far.

Conformational modifications of protein from prion precursor to prion presented
by S. Prusiner are shown on Fig. 8 (Prusiner 1994). The whole process of prion-
ization followed by appearance of protein aggregates and of their “multiplication”
by fragmentation and further olygomerization—sort of biological crystallization is
illustrated by Fig. 9 (Borchsenius et al. 2003).

Ambiguity and Repair (Linear Templates)

Coming back to the first order template processes (replication, transcription,
translation), we should say that all of them have a common characteristics—am-
biguity, or as it used to be said, they are inclined to make “mistakes”. The ambi-
guity level of every template process is evolutionary optimized (Fig. 10). It is
evident from the fact that you can get mutants with both elevated and lowered
ambiguity level of either replication (mutator and antimutator mutants) or tran-
scription and translation. Sturtevant (1937) and Shapiro (1938) offered to consider
mutability as an adaptive trait of a species. J. Drake spotted that different haploid
microorganisms from bacteriophages to fungi have a general frequency of spon-
taneous mutability about 1 % per genome replication. Taking in consideration that
the genomes of these objects varies in a limit about 1000, mutation frequency per

Fig. 9 Stages of prion formation (Borchsenius et al. 2003)

46 S.G. Inge-Vechtomov



nucleotide pair should vary inversely proportional to this value (Drake 1991). It
means that there should operate a mechanism which controls such an optimization.
This one is the mechanism of repair or correction.

The two terms “mutation” and “repair” were put together by M.E. Lobashev
(Fig. 11) in his doctoral theses about physiological hypothesis of mutation process
at 1946 (Lobashev 1946, 1947). Lobashev described the very process of mutation
origin which was preconditioned by the primary or pre-mutational lesions in genetic
material. Whether they would be either converted into mutations (we shall add: or
into the other genetic changes, e.g. recombination) or they would be erased without
any trace, is defined by numerous repair systems, described now. This connection
between mutations and repair became evident to the end of the 1960s (Von Borstel
1969).

So, the whole story started with “convariant reduplication”, from the study of
ambiguity of replication and of repair (correction), which balanced the ambiguity.
These two characteristics appeared to be universal for all three first order template
processes. Their common features are presented at Fig. 12. All of the processes
proceed through three stages: initiation, elongation (copying of the template per se),
termination. The universal characteristics: ambiguity and correction ability are
expressed at all these stages. We mentioned replication already and we have no
possibility to describe here different DNA repair mechanisms and would refer to
Figs. 13, 14 as illustrations.

Fig. 10 Accuracy in gene expression (After: Roy and Ibba 2006)
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Ambiguity and correction are immanent features of transcription as well
(Fig. 15). RNA polymerase (all three polymerases in eukaryotes) may include a
“wrong” nucleotide. It is followed by pausing of polymerase processing, removal
the “wrong” nucleotide by reverse movement and further inclusion of the correct
nucleotide (Sydow and Cramer 2009). Ambiguity and correction (do not mix it
with editing) studied only recently, possibly because of difficulty to register their
phenotypic expression besides the so-called transcriptional mutagenesis (Bregeon

Fig. 11 N.V. Timofeeff-Ressovsky and M.E. Lobashev (Photo by V.D. Simonenko, 1960-s)

Fig. 12 Common features of all first order template processes

Fig. 13 Determinants of DNA Replication Fidelity (Cortesy of Prof. T. Kunkel)
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et al. 2009). That is why the transcriptional characteristics mentioned above had
been described poorly, comparing to the other first order template processes.

Study of translation ambiguity had been started in 1960s–1970s by L. Gorini
basing on such a reliable criterion as phenotypic suppression. Already then Gorini
pointed that the ribosome is inclined to “goof”, when reading mRNA. Various
external effectors only elevate or suppress this tendency. He identified the riboso-
mal ambiguity center (Gorini 1974). Later on there was discovered the factor of
ribosomal correction—elongation factor EF-Tu (in bacteria) and its ortolog EF-1A
(in eukaryotes). The schematic presentation of its activity is on Fig. 16. This factor
controls interaction between anticodone of aminoacyl-tRNA and codone of mRNA.
If there is a non-cognate codone-anticodone pairing, the wrong aminoacyl-tRNA
would be removed by EF-TU (Thompson 1981; Thompson and Stone 1977; Zaher
and Green 2009).

Here we need a comment on the term repair, or correction. There is no room for
the anthropomorphic question “What is the truth?” Correction in any template
process proceeds via physic-chemical mechanisms providing synthesis of a stable
(in given conditions) reaction product. By this reason correction in replication may
either remove a primary lesion from DNA or may convert it into mutation or
process it via recombination. The same way in translation, correction may e.g.
preserve the triplet reading frame or may provide a regular frame shift at some
specific situation. There are several examples of regular reading frame shifting in

Fig. 14 Putative functions of DNA polymerases (Bebenek and Kunkel 2004)
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retrovirus genome translation, like in Ty1 retrotransposon of Saccharomyces yeast
(Farabaugh 1996).

Discussing ambiguity and correction in the template processes we used to think
about their elongation stage. In reality ambiguity and correction may be demon-
strated at the stages of initiation and termination as well. Specific nucleotide
sequences serve as signals of beginning and finishing for replication, transcription
and translation. At replication and transcription in eukaryotes the chromatin
structure is also essential besides nucleotide sequences. It is essential that these
signals vary near some consensus sequences. As an example you can see variations
in the element of bacterial and phage promoters at position -10, shown in Fig. 17.
The variability of initiation signals of template processes definitely shows their
ambiguity. Besides that ambiguity of initiation process is adequately illustrated by
different efficiency of either promoters of transcription or translation initiation
regions, for example, variation of bacterial Shine-Dalgarno sequence necessary for
proper translation initiation (Fig. 18) (Steitz 1979).

Fig. 16 EF-Tu as a factor of
ribosomal correction:
(I) incorporation of aminoacid
residue into growing
polypeptide chain (1, 2, 4);
(II) ribosomal correction
(1, 2, 3)

Fig. 15 Transcription fidelity (after Sydow and Cramer 2009)
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We can think about degenerate trait of initiation signals in transcription and in
translation which is a reminiscence of degenerate genetic code. Different efficiency
of initiation signals for the first order template processes is controlled by many
factors, such as: nucleotide context, secondary structure of polynucleotides, their
location within interphase nucleus (in eukaryotes), nucleic acids and chromatin
modifications and surely—proteins, including repressors, inducers and the other
multiple transcription factors. Function of all these factors is to correct or to balance
ambiguity of initiation and to provide the function of these signals with defined
efficiency. By analogy we can consider the ambiguous reading of termination
signals in the template processes. In other words it is canalization of ambiguity or
regulation, which is presented here in somewhat unusual aspect.

Ambiguity and Repair (Conformational Templates)

Until now we have been considering predominantly the linear templates or the first
order templates. What about the second order templates (Fig. 7)? Can we attribute
the characteristics of the first order template processes to them? Honestly speaking
there are more questions than answers. Nevertheless there are possibly also three
stages: initiation of prions (and of amyloids in general), their growth which cor-
responds to elongation. The questionable is the stage of termination. Does it exist or
not? Or is there a simple fragmentation of the long aggregate? The expression of
ambiguity at least at the stage of initiation serves the existence of prion strains
different by their characters, but originated from the same prionogenic protein, as it
is shown for the yeast [PSI+] prion, which is a derivative of translation termination
factor—eRF-3 (Bradley et al. 2002). Is there ambiguity at the elongation stage is
under the question now. The same problem exists with the process of correction
now. Anyway it is known that the proteins may exist as several conformers but it is
not known which of them among potentially prionogenic ones (or any) are capable
of prionization. The most plausible candidates for fulfilling repair or correction
functions in the second order template processes are some chaperones.

Fig. 17 “-10 element” consensus of prokaryotic promoter. Small figures—frequency (%) of the
nucleotide in this position from several thousand sequences (courtesy of Prof. Mironova L.N.)

Fig. 18 Examples of
Shine-Dalgarno sequence in
E.coli (from: Steitz 1979)
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There is an additional question about interaction between the first and the second
order template processes. No doubt that there exists this type of interactions. For
example, among 9 prionogenic proteins known for this moment in yeast S. cere-
visiae, 5 are transcription factors and 1 is factor of translation. At least for some of
them it was shown that their prionization is followed with the wide pleotropic
effect, e.g. prionization of transcription factor Sfp (prion [ISP]) is followed by
modification of more than 300 genes transcription (Drozdova et al. 2014).

Conclusion

Coming to the end of this report I would like to get back to the beginning. Fast
progress of genetics, as it was shown at Fig. 1, ruins the accustomed system of
ideas. Our intentions to insert new facts into the system of classical genetics are
useless. It is necessary to remember biological principle of uncertainty which
reflects the very multilevel organization of biological systems. All the mechanisms
of biological processes are of molecular nature, though biological phenomenology
is expressed at cellular, organism and population level. It means that the same
primary mechanism may be responsible for different phenomena and vice versa. E.
Sverdlov was the first, who offered the idea of biological principle of uncertainty,
though we can discuss whether it was adequately used in the context (Sverdlov
2009). So we need a new paradigm. I suppose that the best candidate for this
paradigm is the template principle, in development of which considerable contri-
bution made N.V. Timofeeff-Ressovsky to whose 115 anniversary we dedicate this
symposium.
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Mechanisms of Global and Region-Specific
Control of Mutagenesis

Youri I. Pavlov, Artem G. Lada, Corinn Grabow
and Elena I. Stepchenkova

DNA Damage, Repair, Replication and Mutagenesis

Evolutionary determined low mutations rates are inherent property of living
organisms (Drake 1999; Lynch 2010). Complex systems ensure repair of damaged
DNA and its accurate replication (Kunkel 2004; Sancar et al. 2004; Kunkel and Erie
2005; Hanawalt 2007), Fig. 1.
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When elements of these systems are impaired by mutations or by environmental
factors, genomic mutations rates sharply increase, causing genetic catastrophe leading
to various diseases (Miller 1996; Salk et al. 2010;Waisertreiger et al. 2012). The global
mutators introduce numerous mutations inevitably damaging some housekeeping
genes; thus they can rarely account for evolutionary and developmental processes in
eukaryotes (Herr et al. 2011; Lada et al. 2013; Shendure and Akey 2015). Current
evidence suggests that mutation rates differ significantly along the genome (Lang and
Murray 2011; Lawrence et al. 2013; Lujan et al. 2014; Supek and Lehner 2015). The
most striking example of such variation comes from immunology. It has been known
for a long time that in specialized cells responsible for antibody production, the variable
regions of immunoglobulin genes have six orders of magnitude higher mutation rates
than other genes (Wagner and Neuberger 1996; Kato et al. 2012), Fig. 2.

Themechanism of this localizedmutability, called somatic hypermutation (SHM),
has been found only at the dawn of this century (Muramatsu et al. 2000). It was
discovered that, surprisingly, in addition to faithful repair, human cells are equipped

Fig. 1 Sources of DNA damage, cellular responses, origin of mutations and their consequences.
DNA is copied with a certain level or errors on undamaged templates by replicative DNA pols and
with a high level of errors on templates damaged by environmental or intrinsic mutagens by TLS
pols. Quality of nucleotide pool significantly contributes to mutagenesis. Altered DNA elicits a
wide range of cellular responses, from DNA repair to apoptosis. After all these transactions the
daughter DNA molecules contain non-randomly distributed sequence alterations that have various
genetic consequences
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with powerful mutator machines—proteins that act in highly mutagenic way. Most
prominent are DNA/RNA editing cytosine deaminases of AID/APOBEC family
(Neuberger et al. 2003) and inaccurate translesion synthesis DNA polymerases (pols)
(Rogozin et al. 2001; Zeng et al. 2001). The availability of intrinsic mutators provides
an opportunity to create variability “on demand” for developmental programs and
adaptive responses (Honjo et al. 2005), but poses a threat to genome integrity in case
of their faulty regulation. The unleashed deaminases are suspect factors in etiology of
cancer and many other diseases (Roberts and Gordenin 2014).

With or without DNAdamage, hereditary changes happen only whenDNA adducts
or replication errors are converted into new information in both strands of duplexDNA.
Therefore, all mutagenesis ismediated byDNApols and even highly accurate enzymes
take responsibility for the origin of mutations, participating in their fixation. The
error spectrum of the individual pols determines the accuracy of synthesis of specific
DNApatches in the genome. Themechanisms ofmutagenesis, however, are not amere
sum of transactions by pols. Various additional factors affect the mutation rates
and overall shape of mutation landscape of the eukaryotic genome, from nucleotide
pools (Mathews 2006), unusual DNA structures (Shah et al. 2012) to chromatin
structure (Kadyrova et al. 2011; Schopf et al. 2012; Liu et al. 2013). In our review we
analyze factors affecting specificity and distribution of mutations along genomes and
compare classical data with results of the whole genome sequencing approaches for
mutation analysis, a break-through in analysis of mutagenesis in humans, Fig. 3.

Many DNA Pols Operate at the Replication Fork

Replication and repair of DNA and successful cell proliferation relies on the four
multi-subunit pols, pol a, pol e, pol d and pol f, which belong to the B-family
(Johansson and Macneill 2010; Pellegrini 2012; Tahirov 2012; Makarova and

Fig. 2 Inverse correlation between sizes and mutation rates in genome and immunoglobulin
somatic hypermutation target region. Bars relevant to human genome are in green and relevant to
SHM target, variable region of IG gene, are in red. Left panel shows physical sizes, right
panel—mutation rates
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Burgers 2015). The asymmetric nature of the DNA duplex poses topological
problems for the replication of the anti-parallel strands by a unidirectional fork,
therefore the replication of the two strands is inherently different. Under normal
circumstances, chromosomal replication in eukaryotes requires three DNA poly-
merases, pol a, pol e and pol d (Garg and Burgers 2005; Pavlov et al. 2006b;
Kunkel and Burgers 2008). Yeast can use only pol a and pol d polymerase activities
to replicate their whole genome, but at the expense of a poor growth rate (Kesti et
al. 1999) and genome instability (Ohya et al. 2002). Pol f is backing up the major
pols when nucleotide pools are depleted or when pols experience other difficulties
copying the template (Northam et al. 2006, 2010). In addition, many specialized
polymerases assist replicative polymerases after DNA damage (Prakash et al. 2005;
Zhong et al. 2006; Yang and Woodgate 2007).

The process of recently reconstituted replication of the eukaryotic genome
(Yeeles et al. 2015) is started at multiple sites by origin recognition and the assembly

Fig. 3 “Gene reporter” versus “genome-wide” approaches to study mutagenesis. A cell with a
nucleus is in the upper left corner with genomic DNA schematically protruding below. Classical
approach for study mutations was to determine mutation frequencies and distributions in a reporter
gene or even one site of the reporter (reversion assays). The results are frequently presented as a
spectrum of mutations (upper right), where the height of bars equals numbers of mutations in the
particular site. It our example the most prominent hot spot is marked by red color. In this case we
gain information on mutation processes occurring only in a small portion of genome (small
rectangle on genomic DNA and dashed lines leading to spectrum). Whole genome sequencing
allows for the study of the full distribution (red dashed lines) of mutations (vertical lines on long
rectangles representing individual chromosomes) in the genome
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of an active helicase (Araki 2011). Pol e and its accessory factors are obligatory
components of the process and thus it is the first DNA pol arriving at the nascent
replication fork. Its pol activity is not needed at this time, because there are no
primers available for the synthesis. Pol a-primase plays the main role in the actual
start. Pol a synthesizes a small amount of DNA in comparison to other replicative
DNA polymerases—less that 1/10 of Okazaki fragment (Waga and Stillman 1998;
Smith and Whitehouse 2012; Waisertreiger et al. 2012). Thus, it is not expected to
contribute much to the accuracy of genomic DNA replication. Moreover, patches
synthesized by pol a are removed with RNA primer during Okazaki fragment mat-
uration and errors by pol a are the subject of correction by proofreading activity of pol
d (Pavlov et al. 2006a), by mismatch repair (MMR) (Niimi et al. 2004; Pavlov et al.
2006a) or Okazaki fragment processing machinery (Rumbaugh et al. 1999; Liu et al.
2015). Despite all of this, mutations reducing base selectivity of pol a lead to a very
strong mutator phenotypes in certain genetic backgrounds (Pavlov et al. 2001, 2004;
Gutierrez and Wang 2003; Niimi et al. 2004; Tanaka et al. 2010). Mutations gen-
erated by pol a localize at the junctions of Okazaki fragments and such sites could be
hotspots of mutations in genomes at sites with synchronous initiations (Waisertreiger
et al. 2012). Thus, the nucleotide selectivity of pol a plays an important role in
maintaining genome stability, and most mutations are left in the lagging strand,
because of initiation events at every Okazaki fragment (Niimi et al. 2004; Tanaka
et al. 2010; Reijns et al. 2015).

RNA-DNA primers are extended by accurate proofreading-proficient pols. Pol d
continues the synthesis of the lagging strand until it meets the start of another
Okazaki fragment (Garg et al. 2004). Solid genetic evidence and direct biochemical
experiments suggest that pol d is operating on the lagging strand (Garg et al. 2004;
Jin et al. 2005; Pavlov et al. 2006a; Nick McElhinny et al. 2008). This pol is well
suited for this, because, contrary to pol e, it can idle at the nick until it is ligated.
The size of Okazaki fragments in eukaryotes is ten times smaller than in
prokaryotes. The current estimate of the Okazaki fragment in yeast directly links the
size of the fragments to the size of the nucleosomes, 165 base pairs (Smith and
Whitehouse 2012; Waisertreiger et al. 2012).

We favor the model where the leading DNA strand in eukaryotes is replicated
both by pol e (near the origins) and pol d (away from origins, most of the strand),
while the lagging DNA strand is replicated mostly by pol d (Pavlov and
Shcherbakova 2010). One of the first models of the replication fork, which was
proposed by Dr. Akio Sugino after the discovery of pol e, postulated that pol e is
responsible for copying exclusively the leading strand DNA template, and pol d is
responsible for the lagging strand replication (Morrison et al. 1990). The model
received ample support, because when transactions of pol e are tracked genetically,
errors attributable to this pol are found predominantly on the leading DNA strand
(Morrison and Sugino 1994; Shcherbakova and Pavlov 1996; Karthikeyan et al.
2000; Kunkel and Burgers 2008; Miyabe et al. 2011). We discussed the concept of
the “division of labor” (Nick McElhinny et al. 2008) and the evidence for and
against this broadly accepted model in depth in (Pavlov and Shcherbakova 2010).
One of the main arguments against Sugino’s model is the viability of mutants with
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deletions of the polymerization-proficient half of the catalytic subunit of pol e
(Kesti et al. 1999). Newer whole genome sequencing data in general support the
model but traces of mutations attributable to mutator pol e fade with an increase in
distance from replication origins (Larrea et al. 2010; Lujan et al. 2014). Unexpected
to many, recent work utilizing classical reversion approach presented evidence that
pol d solely works on both strands (Johnson et al. 2015) reviving an intrigue in the
problem of pols in leading/lagging strand replication (Stillman 2015). Obviously,
much work has to be done, as currently there are no direct insights into the
mechanism of coordinated work of the two pols at the moving fork.

The fourth pol at the replication fork is pol f (Pavlov and Shcherbakova 2010). It
is critical for replication at difficult template sites or when replicative DNA Pols are
compromised or deprived from appropriate levels of dNTPs (Northam et al. 2010)
and during DNA damage bypass (Pavlov et al. 2006b; Gan et al. 2008; Makarova
and Burgers 2015). Induced mutagenesis associated with bulky lesions completely
depends on pol f, therefore, this pol is finalizing the bypass of damaged sites on
both leading and lagging DNA strands. Because pol f is less accurate than other
members of B-family and does not have proofreading exonuclease activity, it leaves
patches with additional mutations beyond the damage site and the length of these
patches can exceed the size of Okazaki fragments (Kochenova et al. 2015).

Nucleotide Pools and Mutagenesis

It is well known that concentrations and ratios of nucleotides affect mutagenesis
outcomes (Mathews and Ji 1992; Kumar et al. 2011). The altered pools increase
mutagenesis evenly on leading and lagging strands but with preference to late
replicating regions at the scale of the whole genome (Watt et al. 2015). One serious
problem is the overlap of NTP and dNTP pools. Ribonucleotides are a regular part
of nascent DNA chains. If the machinery of their removal fails, the remnants of
these primers can be left in DNA (Reijns et al. 2012). In addition, under certain
conditions, DNA pols can directly incorporate ribonucleotides into DNA, causing
genetic instability (Nick McElhinny et al. 2010; Miyabe et al. 2011). Hopefully,
specialized repair system deals with these lesions (Vaisman and Woodgate 2015).

Elevation of mutagenesis is caused by tainting of pools with deoxynucleoside
triphosphosphate forms of base analogs generated by environmental factors, bio-
chemical reactions during oxidative stress and inflammation (Simandan et al. 1998;
Colussi et al. 2002; Dedon and Tannenbaum 2004). The analogs deceive DNA
polymerases and become drivers of replication errors, lead to elevated mutation
rates and chromosome instability (Abolhassani et al. 2010), elevate risk of cancer
(Sekiguchi and Tsuzuki 2002), and cause developmental problems (Behmanesh et
al. 2009). One of the best studied base analog in the nucleotide pool is 8-oxo
deoxyguanosine triphosphate (8-oxoG) (Maki and Sekiguchi 1992). An accumu-
lation of oxyguanine in DNA leads to several diseases, including cancer (Kovtun
et al. 2007; D’Errico et al. 2008; De Luca et al. 2008).
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Cleansing of the precursor dNTP pool from potentially mutagenic nucleotide
analogs is an important prerequisite for high fidelity DNA replication (Hochhauser
and Weiss 1978; Ames and Gold 1991; Michaels and Miller 1992). Interesting,
some tumors generate excess of base analogs, and inactivation of protective systems
can specifically kill tumors by provoking the destruction of their genomes (Gad et
al. 2014).

IMP and XMP are central intermediates in purine metabolism. Inadvertent
activation of these compounds into triphosphates results in their incorporation into
DNA and leads to genotoxicity (Budke and Kuzminov 2009; Pang et al. 2012).
Under certain conditions, the amount of ITP in the pool reaches 10 % of the amount
of adenine (Sakumi et al. 2010). A related compound, base analog 6-N-hydroxyl
aminopurine, (HAP), can arise from hydroxylation of adenine and can be converted
to adenine or hypoxanthine (Kozmin et al. 2008; Sakumi et al. 2010). Deoxy- and
ribonucleoside triphosphates (XTP, ITP and HAPTP) are destroyed by the same
enzyme inosine triphosphate pyrophosphatase (ITPA). HAP incorporations are easy
to track because they are highly mutagenic. That makes HAP a biologically relevant
tool for the study of DNA replication and as a model compound to interrogate the
possible effects of the natural base analogs, hypoxanthine and xanthine. HAP is a
potent universal base analog mutagen with ambiguous base pairing capacity
(Pavlov et al. 1991; Kozmin et al. 1998). In an amine state, it forms two hydrogen
bonds with “T”, and in an imine state it makes two hydrogen bonds with “C” and
induces G-C to A-T and A-T to G-C transitions (Shcherbakova and Pavlov 1993;
Kulikov et al. 2001). The data with classical reporters established that mutations at
G-C pairs are more frequent.

We would like to emphasize the interdependence of mutagenesis on DNA pol
fidelity and on the quality of nucleotide pools. In vivo, DNA pols utilize natural
pools with certain cell-cycle regulated concentrations and ratios of individual
precursors that also may have various contaminants. Therefore, the cases of cor-
relation between the fidelity of DNA pols and their inaccurate variants in vitro,
when the pols are highly controlled by experimenters, and mutational signatures of
the same pols in vivo (Pavlov et al. 2002b; Shcherbakova et al. 2003; Pursell et al.
2007), could be regarded as exceptions rather than the rule. Moreover, some
inaccurate pol mutants induce drastic elevation of concentration of nucleotides in
cells that further enhance their infidelity, creating a “vicious circle” leading to
hypermutagenesis with a new specificity (Mertz et al. 2015).

Mutagenesis During Synthesis of Leading and Lagging
DNA Strands in the Presence of Base Analogs

In the case of spontaneous base-pair substitutions, it is difficult to determine the
DNA strand where the initial error occurred. The change of a G-C base pair to an
A-T base pair could be initiated by a G-dTTP mispair on one strand or a dATP-C
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mispair on the other strand. In this case, strand assignment is possible in when the
ratio of these reciprocal mispairs is different (Iwaki et al. 1996; Fijalkowska et al.
1998; Pursell et al. 2007; Nick McElhinny et al. 2008). Assignment of a DNA
strand where a mutation occurs is also possible with strand-specific DNA damage
(Veaute and Fuchs 1993), the use of base analogs (Shcherbakova and Pavlov 1996)
and nucleotide pools imbalances (Roberts et al. 1994). We are advocates of the base
analog approach, because analogs, for example HAP, are not as toxic as many
mutagens or pool imbalances and are mutagenic even in wild-type strains, so no
specific mutational alteration of replication apparatus is required (Kozmin et al.
1998).

In earlier studies of site-specific reversions HAP-induced errors occurred pref-
erentially in one DNA strand and HAP-induced errors were proofread by pol d and
by pol e on opposite DNA strands (Shcherbakova and Pavlov 1993, 1996). To
demonstrate that this phenomenon is a general property of replication and not a
specifics of the basic strain CG379, we changed the genetic background of the
strain by series of crosses to a mutator strain as well as to standard strains of
different genealogy and found that the strand bias remained exactly the same
(Pavlov et al. 2001, 2002a). In order to study this phenomenon in more detail, we
studied reversions of reporter in two orientations (Fig. 4a) after HAP treatment or in
strains unable to excise 8-oxoG (Fig. 4b) at multiple locations relative to early
replication origins within chromosome III (Pavlov et al. 2002a) (Fig. 4c, d).

The rate of G-C to A-T transitions, resulting from HAP misincorporation, varied
by three- to ten-fold, depending on the reporter orientation and its distance from the
flanking replication origins, reflecting higher mutagenesis associated with replica-
tion of the leading strand DNA template. The mechanism of the bias is unknown. It
could be connected to the intrinsic property of asymmetric replication, to the
identity of pols replicating leading and lagging DNA strands or the efficiency of
MMR on different strands. The possible role of polymerases is supported by
observation that pol e has a more profound propensity to misincorporate wrong
nucleotides and base analogs dHAPTP, dITP and dXTP in vitro (Fig. 5). On the
other hand, we found that MMR is the most important contributor to strand bias for
8-oxoguanine (Pavlov et al. 2003). Further study of the leading/lagging bias with
HAP was done using a forward mutation system and contrary to our expectations
based on the reversion system, no orientation bias was detected (Waisertreiger et al.
2012). It appeared that initial HAP incorporations were predominant when repli-
cating the transcribed DNA strand, irrespective of the direction of replication. To
consolidate the data with the previous results, we proposed that there are two
components of HAP-induced mutagenesis, contributing to the final mutation
spectra. The minor component, which we were lucky to reveal in reversion system
(Shcherbakova and Pavlov 1996; Pavlov et al. 2002a), depends on replication
direction (Waisertreiger et al. 2012). The major component depends on transcrip-
tion or the peculiarity of the transcribed DNA strand of our reporter gene. The
results prompted further analysis of HAP-induced mutations by next generation
sequencing, described in the next section.
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Novel Features of Genome-Wide Base-Analog Induced
Mutagenesis in Diploids

Mutations in haploids and diploids have different consequences. They immediately
result in a phenotypic change in haploids but will be detectable in diploids only if
they are dominant. It was established in classical studies that mutations in diploids
arising spontaneously, or induced by UV light or c-irradiation, appear by a two-step
mechanism: mutation in one homologue and its mitotic segregation (Gordenin and
Inge-Vechtomov 1981). Most mutagens induce point mutations and lead to an acute
increase of mitotic recombination or chromosome loss events. Increases in the error
rates during inaccurate replication often are highly mutagenic, but do not lead to the
induction of recombination. In such a case, mutations in diploids can arise by rare
events of independent mutations in both homologous genes. The high levels of

Fig. 4 Leading DNA strand is more susceptible to site-specific reversions induced by base
analogs. a Experimental system: reversions of the ura3-29 mutation were examined in two
orientations relative to ARS. b Replication mistakes with base analogs HAP and 8-oxoG leading to
the ura3-29 reversion occur on opposite DNA strands. Bidirectional replication fork initiates at
ARS in the center, inset shows initiation of reversion by base analogs on the fork moving to the left
from ARS (corresponding to locations to the left from the ARS306 in next panel). c Map of
insertions of the ura3-29 reporter construct in chromosome III region with two strong ARS
elements (black rectangles). d Verification of proper insertion of the reporter cassette by PCR
analysis using primers complementary to chromosome regions flanking the insertion. The primers
were selected in such a way that PCR for every individual insertion will give slightly different
fragment size. e Ratio of reversion frequencies in the two orientations at different locations by
HAP (upper) and in ogg1 strains unable to repair 8-oxoG
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replication errors cause, however, an amazingly high level of mutagenesis in
diploids (Pavlov et al. 1988, 1991; Tran et al. 1999). As a result, genomes of
diploids accumulate many more mutations induced by the replicative mutagen
HAP, by the editing deaminase or during inaccurate replication (Lada et al. 2013;
Lujan et al. 2014), Fig. 6a, b.

To explain this we hypothesized that the cells in culture have different levels of
mutability and most mutable cells die in haploids but survive in diploids, thus
contributing to a much higher estimated mutation rate. According to our results, one
out of eight genomes of unselected clones grown from a cell treated with HAP was
hypermutated, suggesting that the fraction of hypermutable cells is quite large
(Fig. 6c). We proposed that the reason for hypermutable state is transient mal-
function of systems protecting from mutagens in the cell that gave rise to the
sequenced clone (Lada et al. 2013). Interestingly, our analysis of mutation biases
near the origins did not reveal substantial preference for HAP-induced mutations in
the leading strand, confirming our results with forward mutation assay discussed
previously. There is a possibility that the laws of mutagenesis are unique in
hypermutable cells whose progeny we analyzed.

During the genome-wide study of HAP-induced mutations we found previously
unseen effect, indicating that not only the levels of mutagenesis but its specificity
varies between different cells. As we discussed, mutations at C-G pairs result from
misincorporation of HAP, and mutations at A-T pair results from its misrepication

Fig. 5 DNA polymerase e is less accurate than pol d with wrong natural nucleotides or with base
analogs. a Nucleotide sequences of fluorescent primer/unlabeled template pairs used for kinetic
analysis. b Incorporation of correct and wrong nucleotides by exonuclease-defective variants of
pol e (catalytic subunit is encoded by allele pol2-4, provided by Dr. E. Johansson, Umea
University, Sweden) and pol d (catalytic subunit is encoded by allele pol3-5DV, provided by Dr.
P. Burgers, Washington University, Saint-Louis, USA) under reaction conditions described
elsewhere (Shcherbakova et al. 2003; Fortune et al. 2005)
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(Fig. 6a). The ratio of mutations in C-G pairs to mutations in A-T pairs in genomes
of yeast diploids varied widely between different HAP-treated clones (Lada et al.
2013) (Fig. 6b). Moreover, one HAP-induced diploid mutant possessed a
non-typical bias toward A-T to G-C transitions, whereas in other sequenced clones
and in published data G-C to A-T transitions are more frequent. Thus, in most cells,
mutations occurred when dHAPTP was misincorporated opposite “C”, while in a
fraction of cells mutations were caused by misreplication of HAP previously
incorporated into DNA opposite “T”. This apparently could have happened if in the
unusual cell during first replication virtually all HAP was in amine form and
behaved as “A”, while in next replication most of HAP was in imine form and
mimicked “G”. The use of genome sequencing for the first-time enabled detection
of the two unusual fractions of diploid cells: hypermutable cells and cells with
altered specificity of mutagenesis.

Fig. 6 Whole-genome sequencing studies provide a snapshot of the mutagenic process in
individual cells. a Mechanism of induction of mutations by HAP when it is misincorporated
opposite C (upper row, GC ! AT transition) or when it is correctly incorporated opposite T but
them misreplicated with insertion of dC (lower row, AT ! GC transition). b Genomic mutation
loads in individual Canr mutants induced by HAP in haploids and diploids (Lada et al. 2013). Each
bar represents mutations detected in one genome. c Randomly sequenced HAP treated cells
(non-mutants) in diploids accumulate less mutations in the genome than mutants selected for the
Canr phenotype (Lada et al. 2013). Blue crosses—unselected clones after HAP treatment, red
diamonds—Canr mutants after HAP. The position in the sets roughly reflects the number of
mutations found in the corresponding genomes
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Mutagenesis During Specialized Replication Processes

The observation that the mutation rates are higher in meiosis than in mitosis led to a
proposal that recombination can cause mutations (Magni and von Borstel 1962).
During the repair of double strand breaks by homologous recombination, DNA
synthesis is initiated by the invasion of nucleofilament of the 3’ end of the broken
DNA coated by Rad51 into a donor DNA sequence. DNA synthesis during
recombinational repair required either Pol d or Pol e (Wang et al. 2004) or by pol d
solo (Miyabe et al. 2015). It has been demonstrated that DNA synthesis associated
with this repair in yeast is two orders of magnitude less accurate than during normal
DNA replication, suggesting the involvement of an inaccurate DNA polymerase
(Strathern et al. 1995; Hicks et al. 2010). The mutagenesis during recombination
was largely dependent on Pol f (Holbeck and Strathern 1997; Rattray et al. 2002).
This suggests that Pol f can be recruited to perform some DNA synthesis on
substrates that are generated during homologous recombination. The rate of
recombination in the absence of Pol f was not changed. It is likely that Pol f
participates in the processing of damaged DNA intermediates. The proportion of
such abnormal intermediates is small, therefore the absence of Pol f affects the
frequency of mutations, but not the overall rate of recombination.

Synthesis of DNA in specialized break-induced replication driven by double
strand breaks is very inaccurate over long distances (hundreds of kilobases) (Deem
et al. 2011). Replication established under these conditions stunningly deviates
from classics paradigm: it is conservative and cells suffer from moderate but
numerous limitations: elevated dNTP pools, somewhat reduced proofreading and
difficulties with mismatch repair because both strand are newly synthesized
(Malkova and Ira 2013; Saini et al. 2013a). It was also proposed that this unusual
recombination creates clustered mutations (Sakofsky et al. 2014).

Unusual DNA Structures Predispose to Mutation and Are
Contagious

Genome stability is compromised not only by DNA damage. Some DNA sequence
contexts can impede DNA replication or repair (Gordenin and Resnick 1998).
A classic example of genomic instability caused by problems in replicating an
unusual DNA template is repeat expansions. These so-called “dynamic mutations”
are the cause of more than 40 human disorders with a wide range of manifestations:
mental retardation, muscular atrophy, cranial dysplasia and others (Pearson et al.
2005). The current models of triplet instability predict that the maximal size of
repeat expansion depends on the size of the Okazaki fragments on the lagging
strand of DNA (Pearson et al. 2005; Shishkin et al. 2009; Shah et al. 2012). The
adverse effects of the repeated DNA on replication and repair are linked to the
ability of these sequences to form aberrant DNA structures, such as intra-strand
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hairpins, and triple- and quadruple-stranded DNA (Kovtun and McMurray 2001;
Lahue and Slater 2003; Cleary and Pearson 2005; Mirkin 2006), which are difficult
to replicate by Pols d and e (Abdulovic et al. 2011; Korona et al. 2011). Recent
findings suggest that the effects of unusual structures can be spread to adjacent
nearby normal regions of DNA (Shah et al. 2012; Saini et al. 2013b; Tang et al.
2013). These passenger mutations are linked to the formation of gaps in DNA that
are repaired with the use of inaccurate pol f.

APOBEC Editing Deaminases Induce Biased Mutation
Distributions and Kataegis

The enzymes of the AID/APOBEC superfamily of RNA/DNA editing deaminases
are among the most astonishing discoveries of this century. They play an important
role in developmental and adaptive reactions in eukaryotes by modifying genetic
material directly or altering gene expression (Conticello 2012; Schmitz and
Petersen-Mahrt 2012; Franchini and Petersen-Mahrt 2014). Cytosine deaminase
APOBEC1 edits mRNA. Activation-induced cytosine deaminase, AID, is involved
in SHM and class switch recombination in the affinity maturation of antibodies in
jawed vertebrates (Petersen-Mahrt and Neuberger 2003; Neuberger and Rada
2007). Deaminase PmCDA1 from sea lamprey is indispensable for unique rear-
rangements of variable lymphocyte receptors in immune response characteristic for
jawless fish (Rogozin et al. 2007; Hirano 2015). The enzymes of the APOBEC3
subfamily play a role in innate immunity by protecting against retroviruses
(Refsland and Harris 2013). Deaminases are also implicated in gene regulation by
participating in the active demethylation (Franchini and Petersen-Mahrt 2014).
Members of the AID/APOBEC superfamily have been shown to be mutagenic in
yeast and bacteria (Petersen-Mahrt et al. 2002; Poltoratsky et al. 2004) , reviewed in
(Lada et al. 2011a). Deaminases catalyze the conversion of cytosine to the uracil in
single-stranded DNA (ssDNA) or RNA. Deaminases in vitro work processively on
ssDNA and produce clustered mutations (Pham et al. 2003; Lada et al. 2011b).
Their in vivo targets could be as small as one nucleotide in one particular mRNA
(APOBEC1), or confined to specific loci (variable regions of immunoglobulin
genes, AID) or foreign genomes (e.g. retroviruses, APOBEC3s).

Despite that all deaminases perform the same basic reaction, cytosine deami-
nation, their molecular specificity in inducing C-G to T-A transitions or transver-
sions of C-G pairs in natural and heterologous hosts is very different, as seen at first
by reporter systems (Lada et al. 2011a) and then elucidated with more precision by
whole genome sequencing (Lada et al. 2012, 2013; Taylor et al. 2013, 2014; Chan
et al. 2015) (Fig. 7).

The choice of transition versus transversion mutations is regulated by the
base-excision repair enzyme uracil-DNA-glycosylase, which is responsible for the
excision of uracil from DNA and creation of abasic site, and, as was shown in yeast,
depend on translesion DNA polymerases Rev1 and the mutual subunit of pols f and
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d, Pol32 (Poltoratsky et al. 2010; Taylor et al. 2013). Replication past uracil gen-
erates transitions; replication past the abasic sites often results in transversions
during translesion synthesis (Sale 2013; Hirota et al. 2015). The absence of uracil
DNA glycosylase increases frequency of transitions induced by deaminases but, at
the same time, abrogates the induction of mitotic recombination (Di Noia and
Neuberger 2004; Poltoratsky et al. 2004) .

PmCDA1 from sea lamprey is strongly mutagenic in yeast and bacteria and
induces changes in G-C pairs predominantly in 5’TC motifs, similar to
APOBEC3A and 3B (Rogozin et al. 2007; Lada et al. 2011a, 2013), Fig. 7.
PmCDA1 exerts the strongest mutagenic effect in yeast among all studied AID/
APOBEC family members (Lada et al. 2011a), induces high frequency of mutation
in diploids and kataegis (Lada et al. 2012, 2013), similar to other editing deami-
nases (Taylor et al. 2013, 2014; Chan et al. 2015).

When the mutagenic effect of editing deaminases was first found, it was pro-
posed that AID/APOBECs can aberrantly edit the genome, thereby contributing to
the carcinogenesis (Neuberger et al. 2003). In the last several years, the elevated
expression of APOBECs and their mutational signatures have been found in mul-
tiple tumors advocating for their connection with the tumor development
(Nik-Zainal et al. 2012; Alexandrov et al. 2013; Burns et al. 2013; Roberts et al.
2013; Roberts and Gordenin 2014; Walker et al. 2015). The most notable pecu-
liarity of APOBEC signatures, kataegistic clustered strand-specific mutations in
TC motifs (Fig. 7) in breast cancers, could be explained by processive action of
deaminases in regions with exposed ssDNA (Roberts et al. 2012). The direct link
between deaminases and cancer is lacking and the overall understanding of
AID/APOBEC roles in carcinogenesis is at an early stage. Most critical, it is under
debate whether the mutations with specific APOBEC signatures are a cause, a
consequence of the tumorigenesis or even a form of protection from it (Burns et al.
2013; Cescon et al. 2015; Wu et al. 2015).

Preference of editing deaminases for ssDNA predicts that their action will de-
pend on transcription, repair, recombination and replication, the processes with the
ss DNA is an intermediate product. The relation is not straightforward, because
ssDNA binding protein RPA protects this form of DNA from deaminases

Fig. 7 DNA sequence-specifity of cytosine deaminases of APOBEC family members.
Deaminated cytosine is shown in bold red font. DNA sequence motifs where changes of these
cytosines preferably happen are shown nearby to the corresponding protein. Polymorphic
nucleotides designations: W = A or T; H = C, T, or A; Y = T or A; R = G or A. Sequence context
preferences summarized from (Rogozin et al. 2007; Lada et al. 2011a, 2011b, 2013, 2015; Taylor
et al. 2013; 2014; Chan et al. 2015)
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(Pham et al. 2008; Lada et al. 2011b). As a result of this (and probably other)
complexities, different studies found that effect of deaminases is mediated by one
type of DNA metabolic processes. It is well documented that mutagenic effects of
deaminases in native environment in many cases correlates with active transcription
(Storb 2014). The dependence on the transcriptional profiles in model systems is
quite strong and peculiar (Taylor et al. 2014; Lada et al. 2015): most mutations
originate from deaminations in the non-transcribed strand and are concentrated at
5’UTRs and this bias drastically changes in mutants with a deletion of transcription
regulator sub1 gene (Lada et al. 2013, 2015). DNA cleavage during uracil repair
and the accompanying recombination undoubtedly stimulates mutations induced by
deaminases in heterologous yeast host (Poltoratsky et al. 2010; Taylor et al. 2013).
These recombination events are thought to be responsible for megabase kataegistic
events in breast cancer (Nik-Zainal et al. 2012; Taylor et al. 2013). Mutagenesis by
editing deaminases in humans leads to unusual dependence of mutations on
replication timing: most characteristic mutations in human cancer are found in early
repicating regions while other typically mutations are more frequent in late repli-
cating regions (Kazanov et al. 2015).

Determination of the landscape, gene specificity and mechanisms of genomic
changes induced by intrinsic mutagenic factors is on the way and will advance our
understanding of mutation processes leading to evolutionary change, development
and diseases.

Conclusions

Current developments suggest that mutagenesis is a highly non-random process
regulated by a plethora of cellular factors.
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Rates of Spontaneous Mutation: Insights
Gained Over the Last Half Century

John W. Drake

Introduction

Nikolai Timofeeff-Ressovsky understood the need for explicit theory and quanti-
tation in biology. His adventures with Karl Zimmer and Max Delbrück and the
somewhat romantic portrayal of those ideas by Erwin Schrödinger contributed
notably to the development of population genetics and led to the modern theory of
mutation. A central mystery in Timofeeff’s time was the size, composition and
stability of the gene, which he probed by the methods of radiation mutagenesis.
A subsequent central mystery has been whether order may underlie the apparent
chaos of rates of spontaneous mutation. Although the first hints of order appeared in
the late 1960s, the robustness of certain formulations of mutation rates did not
become apparent until the 1990s. It is now clear that each of four major groups of
organisms has its own characteristic rate of spontaneous mutation. These rates and
their impacts will be outlined here.

Natural selection acts on mutations arising throughout the genome. Therefore,
the most interesting rates are the genomic rates. These are obtained by measuring
the frequency of a mutant phenotype, converting it to a primary mutation rate,
relating this rate to a mutational target of defined size, calculating the rate per
average base, and then scaling up to a rate per genome, µg. However, many
base-pair substitutions (BPSs) fail to produce a scorable phenotype, even though
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they may be efficiently removed by natural selection on evolutionary time scales.
Therefore, primary mutation rates must be adjusted for missed mutations. One
simple way to do this is to obtain a mutational spectrum, ignore all the missense
mutations (BPSs producing amino-acid substitutions), identify the chain-
terminating BPSs (those producing mRNAs bearing internal UAA, UAG, UGA,
or equivalent stop codons), multiply these by 64/3 or some other appropriate scalar
that reflects average base composition and codon usage, and add that number of
mutations to the non-BPSs.

Riboviruses (RNA viruses without a DNA phase) are among the simplest
organisms. They are also genetically the least stable. This instability was surmised
by early workers in RNA-virus genetics in the late 1950s because of failures to
obtain stable genetic markers. Cellular and phage mutants typically exhibited
revertant frequencies below 10−6, whereas revertant frequencies in RNA viruses
were 100-fold to 1000-fold greater. (Apparently stable mutants were later found to
contain two or more mutations, each required for the mutant phenotype.) Only very
recently has a robust theory been devised to characterize the relationships among
riboviral mutant frequencies, population histories, and mutation rates (Drake and
Holland 1999). The theory is exceedingly simple. A ribovirus enters a cell, its RNA
is copied repeatedly into strands of the complementary sequence, these strands are
in turn copied repeatedly into strands of the same sequence as that of the infecting
particle, and these final strands are packaged and released as virus particles. This is
the “stamping machine” model long ago considered and rejected for phage T2
(Luria 1951), and its topology is independent of the process of gene expression. In
any round of replication, the mutation rate µ and the mutant frequency f have the
same value, so that f = µ. There are two such rounds of infection in a single
infective cycle, and under the simplifying assumption that the mutation rate is the
same in both rounds, the two frequencies are simply additive: f = 2µ per cycle.
Over c consecutive cycles (as when growing a stock), f = 2cµ.

The devil is in the data. The theory is applicable only when selection is
insignificant and when the mutation is promptly expressed (that is, when there is
little or no phenotypic masking, the viral equivalent of phenotypic lag in cellular
systems). Growth must not have continued so long that the population is replaced
by adaptive variants, a problem with riboviruses because of their high mutation
rates and large population sizes. Even when the few available data that meet these
criteria are discovered, a severe problem remains: to date, otherwise suitable mutant
frequencies in riboviruses score only one or a few base pairs. It is well known that
the mutation rates of different bases or base pairs in a gene vary hugely. Thus, a
collection of small mutational targets will display much more variability than a
collection of large mutational targets.

The useful results appear in Table 1. These rates vary by about nine-fold, which
is at least the amount of variation to be expected in a random sample of nine sites in
a gene made of DNA. It is therefore reasonable to assume, for the time being, that
the typical mutation rate for a ribovirus is about 0.76 per genome replication or 1.5
per infection cycle. (For such a distribution, the median is a better estimator than the
mean.) This is a huge rate when one considers that riboviral genomes are compact,
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and that even synonymous codon changes may be deleterious because of the large
role in gene expression played by RNA secondary structure. Indeed, just a tickle of
mutagen, sufficient to increase the mutation rate by only a little over twofold,
suffices to extinguish the population (Holland et al. 1990).

Mutator mutations increase the mutation rate, sometimes generally and some-
times only along very specific pathways such as A:T ! C:G. Mutator mutations
usually either disable a genomic repair function or reduce the accuracy of a
replicative polymerase. Because of their very high mutation rates and great sensi-
tivity to mutagens, ribovirus mutator mutations are expected to be weak (in order to
survive to be seen in the first place) and to be under strong negative selection
(because most of their progeny will bear new deleterious mutations that are
expressed fully and immediately). On the other hand, the viral RNA-dependent
RNA polymerase (the viral replicase) makes up a substantial fraction of the genome
wherein mutator mutations might arise. Therefore, many mutations in ribovirus
populations may arise in a minority of genomes carrying mutator mutations. These
genomes are doomed whatever the nature of the scored mutations. Alternatively,
when a mutator replicase arises during the course of infection and is expressed
immediately, it may act in trans on non-mutator genomes. In either case, the
standard rate may overestimate the rate of the majority of non-mutator genomes, but
by a factor as yet unmeasured.

The next group of organisms with a characteristic mutation rate is the
retroelements, including several animal retroviruses and a yeast retrotransposon.
Mutations are usually scored in these organisms after a single cycle from DNA
element to DNA element. This cycle consists of three rounds of replication, namely
transcription by the cellular RNA polymerase followed by reverse transcription to
single-stranded DNA and conversion to double-stranded DNA, both of the two final
replications being conducted by the viral reverse transcriptase. Although it seems
unlikely that all three steps have the same accuracy, it is not yet possible to measure
differences among them reliably. Therefore, the average mutation rate per genome

Table 1 Rates of
spontaneous mutation per
genome replication in
riboviruses

Virus µg
Poliovirus 0.13

Poliovirus 0.18

Poliovirus 0.18

Rhinovirus 0.67

Poliovirus 0.76

Poliovirus 0.88

Measles virus 1.00

Vesicular stomatitis virus 1.07

Vesicular stomatitis virus 1.15

Median 0.76

Data are from Drake and Holland (1999). µg = mutations per
chromosome per replication
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replication is estimated by dividing the mutant frequency per cycle by 3. The data
accumulated by late 1997 were tabulated in Drake et al. (1998) and are shown in
Table 2.

Here the median rate is five times lower than for riboviruses. That this ratio is
probably accurate is indicated by experiments showing that about 13-fold muta-
genesis is required to extinguish a spleen necrosis virus population (Pathak and
Temin 1992): 13/2.5 = 5.2, 0.76/0.15 = 5.1. Although this spontaneous mutation
rate is still very high, it may allow mutators to make a greater impact before
extinguishing a population. That such may be the case is suggested, albeit weakly,
by the fact that the mutational target sizes underlying the above values are quite
large, 288–173,043, so that the observed 14-fold variation in rate may reflect
stochastic aspects of mutator action. Alternative, the retroelements may simply vary
considerably in intrinsic mutation rate. These are experimentally distinguishable
possibilities.

The accuracies of several reverse transcriptases have been measured in vitro, and
conclusions have sometimes been drawn about the corresponding mutation rates
in vivo. Such extrapolation is probably dangerous, because at least one study has
shown that an error rate can be substantially lower in vivo than in vitro
(Varela-Echavarría et al. 1992; Drake 1993).

The group of organisms with the best characterized and least variable µg is the
DNA-based microbes. Their rates were most recently compiled by Drake et al.
(1998). These rates are based on large mutational targets and excellent measure-
ment systems. The rates, together with the genome size (G) and the rate per average
base pair (µb), are summarized in Table 3. µg varies very little, while G and µb vary
inversely by roughly 8000-fold. These data are usually taken to mean that mutation
rates can evolve to finely tuned values, although why the particular value of about
1/300 is preferred, and by such diverse organisms, remains mysterious.

Because mutation rates in DNA-based microbes are much less than 1, even
strong mutator mutations can be propagated. Such mutators have taught us a great
deal about fidelity mechanisms. Recently, it has also become clear that such
mutators can be important in nature. In experimental systems, mutators can win
adaptive races if the product of their prevalence and their mutation rate exceeds the
corresponding product for the wild-type (Chao and Cox 1983). However, a mutator
is at a selective disadvantage in a constant environment and slowly accumulates

Table 2 Rates of
spontaneous mutation per
genome replication in
retroelements

Retroelement µg
Bovine leukemia virus 0.03

Spleen necrosis virus 0.04

Saccharomyces cerevisiae Ty1 0.11

HIV-1 0.19

Murine leukemia virus 0.26

Rous sarcoma virus 0.43

Median 0.15

Data are from Drake et al. (1998)
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mutations that reduce its mutation rate (Tröbner and Piechocki 1984). Theory
predicts (Taddei et al. 1997; Tenaillon et al. 1999) and observation confirms (most
recently, Oliver et al. 2000) that mutators often win adaptive races among bacteria
entering new niches. However, the mutator bears a strong selective disadvantage if
it remains in a less variable environment, and its later fate is likely to be either
displacement by a slower but fitter nonmutator, or erasure of the mutator phenotype
by subsequent mutations.

One constraint upon the interpretation of the data in Table 3 is that all of the
measurements were made in microbial heaven, that is, under mild laboratory
conditions using rich media. At least in the case of phage T4, neither the richness of
the medium nor the degree to which it is cooked during preparation affect mutation
rates (Smith and Drake 1998). However, many DNA-based organisms live in
environments that are intrinsically highly mutagenic. For instance, both acid and
heat degrade DNA bases in a number of ways that are either directly mutagenic or
trigger the mutagenic SOS system. Does the standard mutation rate in DNA-based
microbes persist in such environments? Alternatively, are cellular fidelity mecha-
nisms compromised or overwhelmed? A partial answer is emerging. A mutation
rate has been determined for the pyrE and pyrF genes of the archaeon Sulfolobus
acidocaldarius growing at pH 3.5 at 75°C (Jacobs and Grogan 1997). Making
reasonable guesses about the sizes of the target genes and of the genome, µg was
estimated to be roughly 0.002 (Drake et al. 1998). Sequence analyses of pyrE
mutations now tend to confirm this estimate. Thus, this extremophile has a spon-
taneous mutation rate close to or even smaller than the standard rate.

A comment is appropriate here about antimutator mutations, which reduce
mutation rates. Kimura (1967) was the first to point out that reducing mutation rates
can only be achieved at some cost, which he called the physiological cost but can
also be viewed as a thermodynamic cost, namely the cost of reducing entropy.
Modern organisms have highly evolved investments in maintaining replication
fidelity, and this includes even the RNA viruses whose polymerases make many
fewer errors than would occur if determined exclusively by hydrogen bonding.

Table 3 Rates of
spontaneous mutation per
genome replication in
DNA-based microbes

Organism G µb µg
Bacteriophage M13 6.4 � 103 7.2 � 10−7 0.0046

Bacteriophage k 4.9 � 104 7.7 � 10−8 0.0038

Bacteriophages T2
and T4

1.7 � 105 2.4 � 10−8 0.0040

Escherichia coli 4.6 � 106 5.4 � 10−10 0.0025

Saccharomyces
cerevisiae

1.2 � 107 2.2 � 10−10 0.0027

Neurospora crassa 4.2 � 107 7.2 � 10−11 0.0030

Mean 0.0034

Data are from Drake et al. (1998). G = genome size in bases or
base pairs
µb = mutations per average base per replication
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The chance is small that one or even a few mutations could reduce mutation rates
generally without detrimental side-effects such as slowed replication. This con-
jecture was verified for all known antimutators in bacteriophage T4. These
antimutators unequivocally reduce some mutation rates (by as much as 100-fold),
but primarily along the pathway A:T! G:C. At the same time, they were known to
increase other mutation rates, notably transversions. When T4 antimutators were
screened for average mutation rates using a mutational target of several kilobases,
all were either weak mutators or without detectable impact. Thus, their narrow
antimutator effect was achieved at the cost of a small reduction in overall fidelity.
The idea that antimutators could be discovered that would, for instance, protect
humans against cancer and heritable birth defects, is probably without merit.

The final group of organisms to consider is the higher eukaryotes, that is, plants
and animals. This group of organisms differs profoundly from the microbes in
genome structure. Their genomes bear a much higher fraction of DNA not directly
devoted to organismal functions, including both intergenic DNA and introns.
Mutations in this DNA have little impact, with minor exceptions such as the
intrinsic need for spacer DNA (Kricker et al. 1992) and for short, specific boundary
sequences in introns. Thus, natural selection can only act upon mutations and
mutation rates in the most functional DNA, where functional means serving the
needs of the organism itself and not its molecular parasites. Thus, one can consider
two different genome sizes in the higher eukaryotes. One is the total genome size
G as above. The other is the effective genome size Ge, which is approximately equal
to the sum of the coding sequences of proteins, structural RNAs and regulatory
elements. (Strictly speaking, Ge is the portion of the genome in which mutations
impact upon the fitness of the organism.) In addition, mutation rates can be
expressed using either of two rate units. One is the traditional value, mutations per
gamete or per sexual generation. The other is mutations per germ line cell division
or, in the case of plants, cell divisions between gametic generations. In many
animals, there are far more cell divisions per sexual generation in the male than in
the female, so that mutation rates are dominated by the male contribution and
increase with paternal age.

As with the RNA viruses, few mutation rates in higher eukaryotes are based on
optimal data. Although G is often well measured, Ge is not. Mutational target sizes
are often unclear, and mutational spectra are rarely available. Thus, quite a bit of
guesswork must enter into the calculations and the results must be interpreted with
caution. The most recent compilation is in Drake et al. (1998) and is summarized in
Table 4. Four mutation rates are presented: per total genome per sexual generation,
per effective genome per sexual generation, per total genome per cell division, and
per effective genome per cell division. The range (max/min) for each kind of rate is
the ratio of the largest value to the smallest value.

Despite the uncertainty of some of the numbers, Table 4 suggests several con-
clusions. Numbers of mutations per total genome per sexual generation become
enormous for large genomes composed mainly of spacer DNA. Perhaps more
interesting, numbers of mutations per effective genome become quite large for
mammalian genomes, hovering around 1 per gamete (and per zygote, because of the
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predominance of mutations in the male). Thus, mammals share a surprising vul-
nerability with RNA viruses, rather small increases in their mutation rates threatening
to extinguish the population. Diploidy certainly buffers the impact of this high rate,
but eventually the genome must accumulate many detrimental mutations, leading to
what Lynch has termed “mutational meltdown” (Lynch and Gabriel 1990).

If there exists a standard rate of mutation among the higher eukaryotes, as seen
so robustly for the DNA-based microbes, Table 4 suggests where it is to be found.
The four listed measures of mutation rate all show substantial variation among
animals, but one of the ranges is far smaller than the others, and this range is
widened by just one value. µeg, the mutation rate per effective genome per
germ-line cell division, is 0.004–0.005 for three of the animals and 0.014 for the
mouse. It is notable that neither 0.004–0.005 nor the average of the four values,
0.007, is much different from the standard rate (0.0034) for the DNA-based
microbes. Thus, the evolution of multicellularity and a germ-cell lineage was not
accompanied by the evolution of a correspondingly lower mutation rate per genome
replication, with the result that modern organisms produce a large fraction of off-
spring carrying new deleterious mutations.
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Protein Assembly Disorders
and Protein-Based Inheritance

Aleksander A. Rubel, Alsu F. Saifitdinova and Nina V. Romanova

Template Principle in Biology and Protein Inheritance

The template principle, which derives from the idea of N.K. Koltsov chromosome
reproduction, reflects current understanding of the mechanisms of heredity and
variation (Koltsov 1936). Later, the template principles became the basis for the
development of the central dogma of molecular biology by Francis Crick (Crick
1970; Crick 1958). According to this principle the alternation of elements in the
original polymer (template) determines the alternation of elements in the generated
polymer: engagement of deoxyribonucleotides during DNA replication, of
ribonucleotides during transcription and incorporation of amino acid residues in the
translation. The above examples were termed by S.G. Inge-Vechtomov as the first
order template processes (Inge-Vechtomov 2003). At the same time the second
order template processes were described (Inge-Vechtomov 2003). Their existence is
based on conformational or spatial templates, in which the spatial stacking of
polypeptide chain catalyzes similar folding of newly, synthesized homologous (and
not only homologous) polypeptide chains (Inge-Vechtomov et al. 2012). Prions are
the protein templates that able to catalyze the joining itself monomeric molecules of
the same protein and cause a change in their conformation similar to themselves.
The existence of conformational templates implies the possibility of spatial vari-
ability of the protein without changing their primary structure (Inge-Vechtomov
et al. 2012). This review describes some of the features of mammalian prions that
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associated with fatal transmissible spongiform encephalopathies (TSEs) in humans
and a large variety of animals.

Transmissible Spongiform Encephalopathies

Transmissible spongiform encephalopathies (TSEs), or prion diseases, are related to
spatial structure formation defects of a protein named as Prion Protein (PrP). In
contrast to other neurodegenerative diseases (prion-like diseases), including
Alzheimer’s, Parkinson’s, Huntington’s and other similar diseases, TSEs are not
limited to inherited and sporadic types, and may also be transmissible, i.e. intro-
duced via food or iatrogenic (via medical appliances, drugs, blood transfusion or
neural transplantation).

Prion diseases have been described for mammals, among them are chronic
wasting disease of moose and deer, bovine spongiform encephalopathy, also known
as mad cow disease, sheep and goat scrapie. In humans there are prion diseases,
such as Creutzfeltd-Jakob’s disease, kuru, etc. (Aguilar-Calvo et al. 2015). All prion
diseases feature extensive latency period, spongiform vacuolation, astrocyte pro-
liferation, PrP accumulation in cerebral tissues and neurodegeneration of the central
nervous system (Parchi and Gambetti 1995). So far there is no cure that would be
able to prevent or inhibit efficaciously the progress of prion diseases. All prion
diseases are incurable and inevitably lethal (Aguzzi et al. 2013).

Prion Discovery Background

References to sheep scrapie endemics in Northern Europe date back to the 18th
century (1732). A detailed description of spongiform encephalopathy in British
sheep was made by the Scottish veterinarian J.P. McGowan in 1922 (McGowan
1922). The first descriptions of spongiform encephalopathies in humans date back
to the early 20th century. Two German neuropathologists—Hans Gerhard
Creutzfeldt in 1920 and Alfons Maria Jakob in 1920 independently described a
sporadic neurodegenerative human disease with typical clinical symptoms. In 1928
Austrian physicians described an extremely rare lethal disease that was named
Gerstmann-Streussler-Scheinker syndrome (GSS) (Vana et al. 2007). The first
notable success in prion disease studies relate to the 1930s, when J. Cuille and P.L.
Chele transmitted scrapie from sheep to sheep in 1936 and from sheep to goats in
1939 (Wickner et al. 2007). Twenty years later D.C. Gajdusek and V. Zigas
described an incurable degenerative neural disorder among the tribes of Papua New
Guinea related to funerary cannibalism now known as kuru (Gajdusek and Zigas
1957). However, the transmissible nature of this disorder was not discovered until
W. Hadlow had noticed the similarity of clinical manifestations of scrapie and kuru
and, consequently, the possible extensive latent stage of the disease (Hadlow 1959).
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D.C. Gajdusek and his team showed that this disease developed in a chimpanzee
after transplantation of neurodermal tissue taken from the brain of a human patient
that had died from kuru (Gajdusek et al. 1966). Several years later the transmissible
nature of another human spongiform encephalopathy, Creutzfeldt-Jakob’s disease
(CJD), was demonstrated by using similar approach (Gibbs et al. 1968). The fol-
lowing decades of prion disorder research were dedicated to description of
spongiform encephalopathy manifestation in various animals and in humans:
transmissible encephalopathy of mink (Burger and Hartsough 1965), feline
spongiform encephalopathy (Wyatt 1990), chronic wasting disease of deer, moose
and antelope (Williams and Young 1980; Jeffrey and Wells 1988; Kirkwood et al.
1990), human fatal familial insomnia (FFI) (Goldfarb et al. 1992) and, finally,
bovine spongiform encephalopathy, or “mad cow disease” (Wells et al. 1987) that
can be transmitted to humans, and causes the development of a variant form of
Creutzfeldt-Jakob disease (vCJD) (Will et al. 1996).

The transmissible spongiform encephalopathy agent possessed some features
that were uncommon for viruses. It was resistant to deep UV treatment at 254 nm
wavelength, ionizing radiation and effects of nucleases and some other chemicals,
that excluded the presence of nucleic acids (Alper et al. 1967). Based on this data, J.
S. Griffiths offered several hypotheses, including one suggesting that the trans-
missible spongiform encephalopathy agent was an altered form of a cell protein that
was able to reproduce its properties through an autocatalytic process (Griffith 1967).

Experimental proof of this hypothesis was suggested in the early 1980s by
Stanley B Prusiner and his colleagues who were able to extract and purify the
scrapie agent from cerebral tissue of infected animals, and demonstrated its relation
to the accumulation of an abnormal form of the protein in the affected brain tissue
(Prusiner 1982). For this infectious protein agent S. Prusiner coined the term
“prion” from “proteinaceous infectious particle”. The protein inducer of scrapie
and other transmissible spongiform encephalopathies is referred to as PrP (from
Prion Protein). The regular form of PrP is designated as PrPC (from “Cellular”). The
pathological PrP isoform inducing scrapie is designated as PrPSc (form “Scrapie”)
(Prusiner and Scott 1997). PrP encoding gene designated as Prnp (Chesebro et al.
2005; Oesch et al. 1985) was identified on the basis of PrP primary sequence. It is
worth noting that Prnp turned out to be identical to Sinc gene whose ability to
influence the duration of scrapie latent stage in mice had been demonstrated earlier
(Dickinson et al. 1968).

PrP Structural Features and Functions

Mouse and human PrPC are a di-, mono- or non- glycosylated sialoglycoproteins
consisting of a 209 amino acids globular polypeptide chain with a glycophos-
phatidylinositol (GPI) anchor at C-terminal that attaches the complex molecule to
the surface of the cell membrane (Stahl et al. 1987).
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An analysis of mature PrPC structure in humans, mice, golden hamster and
bovines has revealed the following common features: an elongated unstructured
N-domain containing a repeated octapeptide (PHGGGWGQ) region and a
C-domain consisting of three a-helical regions and two small antiparallel b-sheets
flanking the first a-helical region (Riek et al. 1997). The C-terminal is stabilized
with disulfide bridges between Cys 179 and Cys 214 linking the second and third
a-spiral regions (Riek et al. 1996).

PrPC is produced in various tissues and organs: kidneys, heart, pancreas, mus-
cles, secondary lymphoid organs, as well as the central and peripheral nervous
systems, which may be indicative of a wide range of functions performed by this
protein (Aguzzi et al. 2008b). For organisms deficient of PrPC a range of bio-
chemical changes has been reported (Brown et al. 2002). Despite the fact that Prnp
knock-out mice generally do not feature any apparent Prnp related physiological
changes (Bueler et al. 1992), a line with sleep pattern disorders was described, that
may be indicative of a certain PrPC impact on circadian pattern regulation (Tobler
et al. 1996). In peripheral and central nervous systems PrPC involvement in Cu2+

binding may be expected (Brown et al. 1997; Stockel et al. 1998; Stevens et al.
2009). Other authors support the idea that PrP may perform a metal carrier role due
to the fact that metal ion content has been found different in a knock-out mouse in
comparison with that of wild mice, specifically for Cu2+ (Choi et al. 2006) and Fe3+

(Singh et al. 2009). Since PrP knock-out cell cultures and PrP-null mice are more
sensitive to oxidation stress, an assumption that PrP can perform an antioxidation
function has been made (Brown et al. 1997; Brown et al. 2002). PrP has also been
demonstrated to participate in regulation of free Ca2+ concentration through reacting
with voltage-dependent calcium channels (Whatley et al. 1995). PrPC has been
reported to interact with nervous cell adhesion molecules and regulate intercellular
cooperation at early embryogenesis stage (Santuccione et al. 2005; Malaga-Trillo
et al. 2009). The very fact that PrPC features a high yield in lymphoid tissues and
operates as a signaling molecule on T-cell membrane implies a certain PrPC role in
development and functioning of the immune system (Vana et al. 2007). Since PrPC

antibodies partially inhibit T-cell proliferation, PrPC may be assumed to play a
certain role in T-cell response regulation (Bainbridge and Walker 2005). Also PrP
was associated with other numerous cellular functions, such as participation in
hematopoietic cell proliferation and viability regulation (Zhang et al. 2006),
apoptotic and antiapoptotic activity (Aguzzi et al. 2008a), contribution to nervous
tissue and neuroprotector function development (Steele et al. 2006;
Zomosa-Signoret et al. 2008), axon growth influence (Hajj et al. 2007), and par-
ticipation in signal transduction and synaptic transmission processes (Linden et al.
2008). With regard to Ab peptide oligomers PrP has been demonstrated to play a
membrane receptor (Lauren et al. 2009), such association on the surface of nervous
cell membranes being able to produce toxic effect (Peters et al. 2015). There are
many experimental indications of PrPC ability to act as a universal receptor for
amyloid oligomers (Resenberger et al. 2011). Recent research has demonstrated
PrPC neural expression and its controlled proteolysis are necessary for neural fiber
myelin sheath support: mice whose neurons featured no Prnp expression or PrPC
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protein’s inability for regular proteolysis—suffered from chronic demyelinating
polyneuropathy (Bremer et al. 2009).

It is worth noting that despite the increasing amount of data on PrP association
with various physiological and cytological processes, some authors do not support
the idea of its important biological function which, when impaired, may result in
certain disorders. They believe that the common presence of this protein gene in
mammals is related to PrP structural instability, which occurs even in case of
singular amino acid substitutions. This result in pathological protein development,
therefore mutant PrP genes are subject to severe negative selection (Prcina and
Kontsekova 2011).

Prion Concept

The two alternative forms of PrP differ from each other only in their physiochemical
properties. Thus, PrPSc, in contrast to PrPC, features aggregation in vivo and
in vitro, heat resistance, low solubility in detergents and resistance to proteolytic
agents (Prusiner 1982; Prusiner et al. 1983; Oesch et al. 1985). After PrPSc treat-
ment with proteinase K, PrP fragment from 90 amino acids through 231 amino
acids remains intact and in vivo and in vitro experiments demonstrating its ability to
induce full-length PrP protein prionization (Caughey et al. 1991). The differences in
PrPC and PrPSc properties are attributable to structural differences between the two
protein forms. According to spectral analysis data, PrPC contains 42 % of a-helices
and 3 % of b-sheets, while PrPSc contains 30 % a-helices and 43 % b-sheets (Pan
et al. 1993). This fact has given ground to an assumption that acquisition of
transmission properties by PrP is related to PrP conformational transition from a
regular isoform into an abnormal form where b-folded structures develop.

In 1982 Stanley Prusiner formulated prion concept which suggested that protein
content in a prion confor’mation is necessary and sufficient for infection (Prusiner
1982):

1. PrPSc can act as an infectious agent;
2. PrPSc isoform may reproduce in the absence of nucleic acid through an auto-

catalytic process;
3. protein transformation from PrPC regular form into PrPSc infectious form is a

result of conformational transition;
4. PrPC—PrPSc conformational transition may be spontaneous (sporadic disorders)

and induced either by PrPSc infiltration into the body (transmissible disorders),
or as a result of Prnp gene mutations leading to PrPSc development (hereditary
disorders).

Evidence supporting the prion concept was obtained experimentally on mam-
mals in 2010 (Makarava et al. 2010). In vitro amyloid fibrils of full-length PrP
protein were inoculated intracerebrally into Syrian golden hamsters which
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developed transmissible spongiform encephalopathy (Makarava et al. 2010). This
data fully supports the hypothesis that PrP protein is the source for prion disorder
development. However, nucleic acid or other polymer involvement in the prioni-
sation process cannot be excluded completely. Nucleic acids can induce prion
conversion in vivo without affecting PrP infectivity. DNA antibodies have been
demonstrated to bind with PrPSc in cerebral homogenates, that suggests an affinity
of PrPSc to nucleic acids (Zou et al. 2004). The authors of other in vitro research
(Deleault et al. 2003) have demonstrated that some RNA fractions can increase
prion replication efficiency. Most probably, the stimulating RNA impact on PrP
conversion is related to RNA polyanionic nature rather than a specific RNA
sequence or type (Deleault et al. 2005). Sulphated polysaccharides constitute
another polyanionic class inducing prion conversion in cell-free systems. In vitro,
polyanions are assumed to act as a framework for parallel PrPC and PrPSc annealing
due to interaction with positive N-terminal protein regions (Warner et al. 2002).

Prion Replication Mechanism

The mechanism by which prion infectivity increases is still unknown. Currently
most scientists support the “nucleated polymerization” model (Lansbury and
Caughey 1995). According to this model, PrPSc exists only as fibrils, and that fibril
ends bind PrPC and convert it into PrPSc (Fig. 1). The “nucleated polymerization”
model has been supported by the findings of in vitro PrPSc amyloid aggregate in
replication experiments (Kocisko et al. 1994; Saborio et al. 2001).

Infectivity of various size PrPSc particles has been assessed in vitro in the
research conducted by Silveira et al. PrPSc aggregates were split into particles and
fractioned by particle size. The highest infectivity was recorded for 300–600 kDa,
which corresponds to 14–28 PrP molecules approximately, while oligomers with
less than 5 PrPSc molecules demonstrated no infectivity (Silveira et al. 2005). It is
worth mentioning that “nucleated polymerization” model describes amyloid for-
mation without explaining why large polymers oligomerize into seeds which cat-
alyze new rounds of prion conversion. It is recurring oligomerization that
differentiates prions from typical amyloids. The factor(s) responsible for regulation
of this process for PrP aggregates are still unknown.

Prion Transport

The research conducted using neuroblastoma cell cultures, has demonstrated that
soluble PrPC protein conversion into PrPSc pathogenic isoform occurs either on cell
membrane surface or in endosomes during PrPC interaction with PrPSc protein. In
some cases of hereditary spongiform encephalopathy mutant PrPC protein can
spontaneously fold into a prion isoform in Golgi apparatus and endoplasmic
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reticulum (Caughey and Baron 2006). Conflicting data is also available with regard
to misfolded PrP protein conversion in the cytosol (Ma and Lindquist 2001). PrPSc

aggregates may either accumulate on cell surface, in intracellular vesicles, such as
lysosomes and autophagosomes, or develop extracellular depositions (Caughey and
Baron 2006).

Trying to clarify the role of specific cell types in PrPSc aggregate replication and
its delivery to cerebral cells we need to take in account that different prion strains
can be found in different tissues and, presumably, there are cell type preferences for
prion replication (Heikenwalder et al. 2007). PrPSc injection in the abdomen of
model animals significantly extends the latent period of prion disease compared to
direct injection of infectious agent in the cerebrum (Blattler et al. 1997). This fact
evidences PrPSc accumulation in peripheral organs prior to delivery to the central
nervous system (CNS). Moreover, A.F. Hill et al. have demonstrated that at initial
post-infection stages PrPSc particles replicate in lymphoid organs (Hill et al. 1997).
Within the lymphoreticular system follicular dendritic cells (FDC) that are mostly

Fig. 1 Nucleated polymerization model of amyloid formation. Prions are characterized by
efficient fragmentation of growing aggregates into smaller transmissible seeds
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stored in the spleen are the main area of PrPSc concentration. FDC elimination by
b-lymphotoxin receptor or dedifferentiation prevents prion disease development
(Montrasio et al. 2000). Wild mice with Prnp expression that were subjected to
abdominal injection of the infectious agent remain immune to the disease. The
significant role of lymphoreticular system in prion disease development is also
supported by the data obtained by M.A. Klein (Klein et al. 1997) who have
demonstrated that all immunodeficiencies inhibit prion transmission suppress dis-
ease progression.

The exact path of infection from the gastrointestinal tract to CNS is still unclear.
According to the data available, the following infection propagation model has been
suggested. Once in the gastrointestinal tract, PrPSc remains, at least partially,
resistant to proteolytic enzymes. The mechanism of infectious PrPSc particles is
permeation through intestinal mucosa. An assumption has been made that their
transport may involve microfold cells that act as an antigen and a pathogen portal.
Upon penetration through the mucosa, prions accumulate in Peyer’s patches FDC
and in the nerve endings that innervate the digestive apparatus. From Peyer’s
patches PrPSc particles arrive into the lymphoreticular organs: the spleen, the lymph
nodes, etc., where initial conversion of PrPC into the infectious PrPSc isoform and
infectious agent accumulation take place (Kitamoto et al. 1991; Montrasio et al.
2000). PrPSc transport also requires B-lymphocytes that do not replicate infectious
particles yet are involved in FDC maturation. Transport within the lymphoreticular
system and, probably, towards the CNS is presumably carried out by myeloid
dendrite cells. Additionally, Klein et al. (2001) have demonstrated the complement
component system (e.g., C1, C3 and C4) to support prion transport efficacy.

The data on extended latent period of prion disease in infected mice with
lymphatic system innervation disorders obtained by Weismann laboratory has
enhanced further understanding of PrPSc transport routes from lymphoreticular
system cells towards the CNS (Weissmann 1999). At the same time, hyperinner-
vation of lymphatic organs considerably reduces prion disease latent period. Based
on this data, it can be presumed that PrPSc aggregates are transported from lym-
phatic organs to the cerebrum directly via the sympathetic nervous system cells
(Heikenwalder et al. 2007). So far the following three potential channels for
infectious agent transmission are suggested: direct contact between lymphoid organ
and peripheral nervous system cells, vesicular transport and interaction of PrPC

protein located on nervous cell surfaces with free-floating oligomers and PrPSc

fibrils (Heikenwalder et al. 2007).
For specific prion diseases and in cases of high infectious agent concentration

PrPSc can spread into the CNS cells either via the parasympathetic nervous system,
or by vesicular transport directly into the cerebrum bypassing the lymphoreticular
system (Bartz et al. 2005). PrPSc transport via peripheral nervous system neurons
also needs further investigation. Two potential prion transmission models are
considered in this regard: “domino” type and “train” type (Heikenwalder et al.
2007). In the “domino” model, infectious particle transmission occurs on the sur-
face of nervous cells, while PrPSc converts anchored PrPC on the surface of nervous
cells into a pathogenic isoform. The “train” model suggests that inside vesicles or
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free floating PrPSc molecules react with nervous cells, and then, once inside the
neuron, are transported to the CNS, presumably via microtubules. A similar
mechanism may transport prions from neuron bodies to dendrite and axon termi-
nals. This hypothesis is supported by the data on PrPSc transport velocity within the
peripheral nervous system. It ranges from 0.7 mm (Kunzi et al. 2002) to 1–2 mm
per day (Kimberlin et al. 1983), which corresponds to slow axon transport velocity
(McEwen and Grafstein 1968), whereas PrPC is transported by fast axon transport at
the rate of 1 cm/hour approximately (Borchelt et al. 1994).

Despite the prove core role of the peripheral nervous system in PrPSc transport,
the possibility of infectious particle direct transmission to the cerebrum over the
hematoencephalic barrier cannot be excluded and depends on the specific properties
and concentration of the individual prion strain. Furthermore, PrPSc transport can
also be carried out by non-nervous system cells, e.g. Schwann cells. Once in the
cerebrum, PrPSc molecules facilitate conversion of PrPC monomers produced by
nervous cells into a pathogenic isoform (Heikenwalder et al. 2007).

Prion Strains

Existence of multiple scrapie variants had been known long before infectious agent
discovery due to the differences in their infectivity, latent period duration and
pathological manifestations (Will et al. 1996). Since the characteristics of such
variants can be reproduced in model animals in transmission experiments (Morales
et al. 2007), they were termed “strains” similarly to viruses (Telling et al. 1996).
The entire prion strain variety is defined by the properties of the same amino acid
sequence. Presumably, strain variety is related to PrPSc glycosylation differences
and PrP protein conformational flexibility enabling various pathological confor-
mations (Prusiner 1998; Aguzzi et al. 2008a).

The first suggestion regarding various prion conformational statuses was made in
relation to studies of Syrian golden hamsters infected with two forms of mink
spongiform encephalopathy that differed in clinical manifestations and latent period
duration (Bessen and Marsh 1994). After hamster brain homogenate was treated
with proteinase K the molecular weight of proteinase K resistant PrP fragment in
hamsters infected with different forms of the disease was demonstrated to differ by
2 kDa. This proves different structural organization of their PrPSc aggregates. Later
Caughey’s work demonstrated different content and nature of b-sheets structures
depending on PrPSc strain (Caughey et al. 1998).

Molecular weights of proteinase K resistant PrPSc fragments were used as the
basis for human prion disease classification into two major types: type I—with
protease resistant core, 21 kDa, type II—19 kDa (Parchi et al. 2000; Wong et al.
2001). Sequencing has demonstrated that proteolysis takes place in the area of
amino acid residues 82 and 97 respectively, which also supports the idea of
strain-related PrPSc conformational differences (Parchi et al. 2000). Both strain
types have featured stable reproduction in experiments in transgenic mice (Collinge
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et al. 1996). In addition to PrPSc structural properties, heterogeneity of human prion
disease clinical manifestations also depends on the extent of PrPSc glycosylation
(Sy et al. 2002). Based on a comprehensive analysis of PrPSc physical and chemical
properties and clinical manifestations, human prion diseases have been classified
into six sporadic Creutzfeldt–Jakob disease subtypes and a variant CJD originated
from a bovine prion strain (Parchi et al. 2012).

In vitro amplified PrPSc amyloid aggregates from five different mouse prion
strains retained their strain-specific properties; and after introducing into wild mice
they induced the development of the disease with typical neuropathological and
physico-chemical properties of the related parent strains (Sigurdson et al. 2006).
Four human prion strains have also been shown to retain their biochemical prop-
erties after in vitro amplification (Castilla et al. 2008). Strain properties change
neither in cases of blood transfusion related to secondary infection of humans, nor
in multiple consecutive blood transfusions in experiments in model mice bearing
human Prnp (Bishop et al. 2008).

Various prion strains may differ from each other in virulence, latent period
duration and clinical manifestations of the disease, including tissue specificity of
pathological changes (Prusiner 2001). The experiments conducted by Bartz et al.
have shown that PrPSc structural differences may define both the latent period of the
disease and the infection route (Bartz et al. 2005).

Co-existence of different types of sporadic human CJD has been demonstrated
(Parchi et al. 2012). Experimental data has shown that in the situations of the same
host infected by two strains, one of such strains can suppress the other strain
capability to induce the disease (Manuelidis 1998). Bartz et al. suggested that this
phenomenon might be related to suppression of prion replication of one strain by
the other (Bartz et al. 2007).

Prion Disease Detection

PrPSc replication and aggregation happens after infection and before clinical
manifestation of the disease. In the course of months and years the brain of the
patient accumulates a large number of prion aggregates, that leads to the beginning
of the neurodegeneration. One of the core areas of prion disease prevention
researches is focusing on the development of detection methods for modified PrP
conformation. These methods are based on extraordinary protease resistance of
PrPSc: post-proteinase K treatment immunological detection or lack of protease
resistant PrP fragment (90–231) reveals if the protein existed in the regular PrPC

conformation or in the protease resistant PrPSc isoform.
Timely human prion disease detection and treatment is very difficult as by the

time of clinical manifestation of the disease the brain of the patient has already
undergone irreversible changes which leave no time for treatment. With this regard
the importance of the development and integration of early stage prion disease
detection methods increases. Pathogenic strains are generally identified in
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experiments in transgenic mice consisting in semiquantitative analysis of vacuo-
lation in nine areas of grey matter of the brain of infected animals and immuno-
chemical detection of the protease resistant PrP fragment (Bueler et al. 1993).
Considerable improvement in the analysis was achieved with cultivation of Tga20
line of mice carrying 60 copies of Prnp gene. Due to PrP overproduction the disease
development period in the brain of infected animals took 60 (± 4) days
(Karapetyan et al. 2009).

Using homogenates of the brain of both scrapie infected and uninfected ham-
sters, the researchers were able to reproduce PrP conversion and aggregation
in vitro (Saborio et al. 2001). This method was named PMCA (protein-misfolding
cyclic amplification), as it is based on a series of consecutive rounds of PrPC

conversion into the PrPSc isoform. For successful completion of PMCA reaction a
very limited amount of matrix in the PrPSc conformation and substrate abundance in
PrPC conformation are required. At the first stage of co-incubation only a certain
portion of PrPC joins the aggregates and converts into the PrPSc isoform. This is
followed by partial sonication and reincubation of the aggregates. It has been
demonstrated that after five incubation/sonication cycles 98 % of free PrPC is
contained in the aggregates even at very low PrPSc concentration. The high sen-
sitivity of this method allowed its adaptation for PrPSc detection in patients’ blood
(Castilla et al. 2005).

Prion Disease Treatment Approaches

Accumulation of data on prion nature helps to improve prion disease treatment
approaches. Currently several core areas exist:

1. PrPC structural stabilization and prevention of PrPSc binding.
2. Cell PrP production cutoff.
3. Elimination of cell protein conversion cofactors.
4. Structural rupture of PrPSc amyloid aggregates.

Systemic search for antiprion substances allowed definition of a range of agents
that are able to prevent PrPSc and PrPC reaction and, accordingly, inhibit the
development of clinical manifestations of the disease (Gilch et al. 2007). Suramine
and other substances from the sulfated polyanionic group inhibit the biosynthesis of
cell surface proteins and oligomerization of some proteins (Stein et al. 1995).
Experiments in animals have demonstrated its capability to increase scrapie latent
period in hamsters (Ladogana et al. 1992). Another prion disease treatment strategy
is based on PrP antibody resistance to prion conversion both in vitro and in vivo
(Buchholz et al. 2006). Immunization is successfully used for prevention of
pathogenic conversion of amyloid proteins, e.g. amyloid beta peptide (Ab) that
induces Alzheimer’s disease development (Feder’off 2009). However, infectious
PrPSc particles have been shown to be unable to generate immune response
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(Muller-Schiffmann and Korth 2008). This is related to constant presence of the
normal PrP form in the body, including T- and . However, recent researches have
demonstrated that multiple PrP epitope antibodies inhibit PrPSc reproduction
in vitro and in vivo (Buchholz et al. 2006). Furthermore, mice vaccination with
recombinant PrP either before or immediately after infection and passive immu-
nization with some PrP epitope antibodies inhibited prion replication and slowed
down disease progression (White and Hawke 2003). Unfortunately, as yet no
evidence of immunization-related cure of prion disease after clinical manifestations
is available.

Another area of prion disease treatment is based on the fact that no prion
replication takes place in the absence of endogenous PrPC, as Prnp knock-out mice
are resistant to this infection (Bueler et al. 1993; Manson et al. 1992). In this
relation attempts have been made to use in chemotherapy such substances as bre-
feldin A that inhibit protein synthesis and development of amyloidosis in infected
cell culture (Hay et al. 1987). Extensive improvement opportunities in this area
became available with RNA interference process development. Direct suppression
of Prnp expression has been successfully achieved in experiments in cell cultures
and infected mice (Tilly et al. 2003; Daude et al. 2003; Pfeifer et al. 2006).
Currently methods for transport and extensive expression of small interference
RNA in cerebral neurons are being developed in order to maximize the disease
control efficiency (White et al. 2008).

Although suppression of PrPC production does inhibit prion disease progression,
it may induce complications related to the normal functioning of this protein. In this
context efforts related to elimination of cell protein conversion cofactors picked up
momentum. Prion disease chemotherapy may also include application of such
compounds as mevilonin that blocks cholesterol biosynthesis and inhibits trans-
membrane glycoprotein transport to cell surface (Solassol et al. 2003). Special
progress in this area was achieved with discovery of a 37/67 kDa receptor to
laminin that is a PrPC receptor (Gauczynski et al. 2001). Direct interaction between
these proteins has been demonstrated by two-hybrid system (Hundt et al. 2001).
Although this receptor is not limited to PrP metabolism, it plays an essential role in
prion sustaining and development (Leucht et al. 2003). Use of laminin receptor
inhibitors, such as heparin-like polysulfated glycans, prevents PrPSc binding with
the receptor, which results in the latent period extension in scrapie infected mice
(Farquhar et al. 1999; Adjou et al. 2003). Laminin receptor antibodies also inhibit
pathogenic conformation proliferation in infected cells (Leucht et al. 2003) and
block infectious particle internalization by human erythrocytes (Morel et al. 2005).
However, full antibodies cannot be used in treatment not only due to problems
related to overcoming the hematoencephalic barrier, but also due to the complexity
of their transport, even in cases of direct injection in the brain (Zuber et al. 2008). In
this context production of monochain scFvs antibodies seems to be rather
promising. It was used for immunization of scrapie-infected mice, and considerable
reduction of the PrPSc has been demonstrated (Zuber et al. 2008). The low
molecular weight of such antibodies allows their application in treatment by
immediate injection in the brain (Vana et al. 2007). Inactivation of the receptor to
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laminin can also be achieved with the aid of RNA interference methods (Ralph
et al. 2005; Raoul et al. 2005). Therefore, a lentivirus-based RNAi gene therapy
strategy using HIV-derived vectors expressing LRP-specific siRNAs represents an
innovative approach in TSE treatment.

All gene therapy approaches to prion disease treatment are based use of viral
transgene transport that successfully overcomes the hematoencephalic barrier and
transduces terminally differentiated cells that have ceased mitotic dividing,
including cerebral neurons (Crozet et al. 2004). New gene transport approaches
developed for prion disease treatment are based on application of slow lentiviruses,
specifically FIV (feline immunodeficiency virus) that are capable of delivering
considerable amounts of genetic information even into a non-proliferating cells.
Gene therapy approaches, both autonomously and combined with RNA interfer-
ence, are capable of inhibiting prion disease progression, yet successful cure of such
diseases would require recovery of damaged neurons. Therefore, the future of prion
disease treatment lies in the development of integrated solutions for prevention of
pathogenic toxic PrPSc aggregate proliferation and designing a cell therapy focused
on damaged cerebral cell recovery (Relano-Gines et al. 2009).

Prion Phenomenon in Other Cases of Amyloidosis

A series of experiments performed in cell cultures and/or laboratory animals has
demonstrated that amyloid transmission by mechanisms that are similar to prion is
possible for most common types of amyloidoses, including Alzheimer’s disease,
Parkinson’s disease, Huntington’s disease and various forms of systemic amyloi-
dosis (Aguilar-Calvo et al. 2015).

Prion-like infectivity may manifest at various levels, i.e. via intermolecular
transmission of the modified conformation, and internal and external disease pro-
liferation. This process may involve various cellular routes and components, while
the aggregates may accumulate both extra- and intracellularly. Most forms of
amyloidosis progress from one infected area into remote brain areas in a rather well
structured manner. Such nature of disease development has been shown for
Parkinson’s disease, Alzheimer’s disease, Huntington’s disease and frontotemporal
dementia (Moreno-Gonzalez and Soto 2011). It can be possibly explained by the
fact that the development of these diseases is sustained by the prion-like trans-
mission path. Currently the possibility of a-sinuclein (Kordower et al. 2008) and Ab

(Braak et al. 2011) aggregates transmission in patient’s brain has been verified by a
number of experiments. Moreover, the majority of amyloidosis associated proteins
with irregular folding have been detected circulating in blood plasma and cere-
brospinal fluid. It suggests that there might be a peripheral organ involvement in the
replication and proliferation of some aggregation forms of those proteins, similarly
to the PrP model. For some cases infectious amyloidosis transmission between
individuals has been demonstrated: even administration of a small amount of
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aggregates in laboratory animal brain led to development of the disease which
affected the adjacent areas (Moreno-Gonzalez and Soto 2011).

Prion-lik’e intercellular transmission of amyloidosis proteins seems to be a rather
promising model allowing better insight into the patterns and search for specific
amyloidosis treatment approaches. However, both the verification and disproof of
this model require more advanced and detailed research.

Conclusion

Understanding of prion diseases has advanced dramatically over the past half
century. However, many questions are still left unanswered. Which proteins and
which cell types are involved in the process of prion transmission and neuroinva-
sion? The molecular mechanisms of prion replication are not completely defined.
The factors responsible for regulation of this process are still unknown. We do not
know how we can inhibit this process. We still do not understand how prion
variants capable of retaining stable phenotypic traits and we have no notion of the
mechanisms that define the tropisms of prion strains. The mechanisms of neu-
rodegeneration induced by the prion agent are not understood. We do not under-
stand why it is less toxic to cells of the immune system, where it also undergoes live
replication. Finally, the physiological function of the highly conserved, normal
prion protein, PrPC remains unknown. Clarification of the physiological function of
PrPC has the potential to help understand the mechanisms involved in
prion-induced pathogenesis. The ability to answer these questions in the future can
provide effective strategies geared toward defining disease etiology and dissecting
molecular pathogenesis of more common neurodegenerative disorders such as
Parkinson’s and Alzheimer’s disease. The discovery of proteins with prion-like
behavior in yeast and fungi has provided some insight.
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Broadening the Genetic Diversity of Bread
Wheat Using Alien Germplasm:
Emphasis on Disease Resistance

Vladimir Shumny, Elena Khlestkina, Irina Leonova and Elena Salina

Introduction

Broadening the genetic diversity for economically important traits is one of the
main tasks of wheat genetics and breeding. There are many evidences of low allelic
variability or loss of alleles related with yield, grain quality, and resistance to biotic
and abiotic stresses among modern bread wheat varieties (Fu and Somers 2009;
Gultyaeva 2012; Novoselskaya-Dragovich et al. 2015). The reduction in genetic
diversity was accelerated in the second half of the 20th century, when a replacement
of local wheat germplasm on high-yielding commercial cultivars took place. This
has been demonstrated by analysis of pedigrees, phenotypic and molecular genetic
assessments of plant material (Dreisigacker et al. 2004; Khlestkina et al. 2004).

Fungal diseases are among the major constraints that affect plant growth and
yield of bread wheat (Triticum aestivum L.). Many efforts are focused on transfer of
disease resistance genes from various cereal species of Triticeae tribe to the bread
wheat genome.

T. aestivum belongs to one of the four Triticum genus sections—the Triticum
section consisting of hexaploid wheat species with genome BAuD. Further section
(Dicoccoides) is represented by tetraploid emmer wheats with genome BAu, and
includes tetraploid progenitor of bread wheat, which hybrized with Aegilops tau-
schii Coss (genome D), resulting in formation of allohexaploid wheat (BAuD) about
10,000 years ago. Other Triticum sections are Monococcum (diploid einkorn wheat
with genomes Au and Ab) and Timopheevi (tetraploid and hexaploid wheat species
with genomes GAu and GAuAb, respectively) (Goncharov 2002). Both the B and
the G genomes are related to the S genome present in Ae. speltoides (Kimber 1974).
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High similarity between Ae. tauschii and T. aestivum D-genome and the close
evolutionary relationship between the B, S and G genomes allows for the relatively
straightforward transfer of genetic information from Ae. tauschii, Ae. speltoides and
T. timopheevii to bread wheat. Further Triticeae species (from Aegilops, Secale and
Hordeum genera) also represent an important genetic reservoir for improvement of
bread wheat (Friebe et al. 1996; Schneider et al. 2008; Trubacheeva et al. 2008;
Pershina et al. 2009; Molnar-Lang et al. 2014). A wide range of wheat-alien lines
has been developed over the past decades (Friebe et al. 1996, 2001; Wheat Genetics
Resource Center). Synthetic wheats or lines with translocations and chromosome
substitutions are often used as intermediate forms for gene transfer to varieties. The
development of effective and usable genetic markers has made the process of
heterologous gene transfer within the Triticeae tribe more efficient (Marais et al.
2001; Adonina et al. 2012; Chen et al. 2013; Timonova et al. 2013).

A number of resistance genes to leaf, stem, and yellow rusts and powdery
mildew has been transferred into the genome of common wheat from wild and
cultivated wheat relatives. Successful examples include the transfer of the Lr9 and
Lr19 genes from Ae. umbellulata and Th. ponticum species (McIntosh et al. 1995).
Until recently these genes remained effective against a broad set of leaf rust races
(Puccinia triticina Eriks.) worldwide.

However, only a small number of the resistance genes described to date are used
in breeding for development of resistant wheat varieties. Mainly this is due to the
negative effects of foreign genetic material on agronomic traits.

In addition to wide application of alien germplasm for improvement of bread
wheat resistance to fungal diseases, genes of various Triticeae species can be useful
for increasing bread wheat tolerance to unfavorable environment conditions (re-
viewed in Colmer et al. 2006; Nevo and Chen 2010; Inbart-Pompan et al. 2013;
recent examples are given in Yudina et al. 2015a, b), improvement of bread making
quality (Aegilops ssp. genes: Kunert et al. 2007; Rehman et al. 2008; Garg et al.
2009; Sin et al. 2011; Wang et al. 2012, 2013; Zhou et al. 2014; T. dicoccoides
Kunert et al. 2007) and nutrition properties: various Triticum ssp. and Aegilops
ssp. genes can be used for increased production of iron and zink (Rawat et al. 2009)
or antioxidant compounds (Khlestkina et al. 2010; Tereshchenko et al. 2012a, b).

Triticum Species for Bread Wheat Improvement

Hexaploid Wheats T. Spelta and T. Macha (BAuD)

Hexaploid wheat T. spelta contributed to bread wheat resistance against septoria
tritici blotch via substitution of chromosomes 2D, 5A, 5D, 6B, 6D and 7D (Simon
et al. 2005). Two regions of chromosome 7D from spelt wheat were associated with
isolate-specific resistance expressed at the seedling (locus QStb.ipk-7D1) and
another at the adult (QStb.ipk-7D2) plant stage (Simon et al. 2010). The locus QStb.
ipk-7D2 was found on the short arm of chromosome 7D in a similar position to the
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locus Lr34/Yr18 known to provide durable resistance against multiple pathogen
races (Spielmeyer et al. 2008). Substituted chromosome 6B of hexaploid wheat T.
macha is a carrier of a major determinant of head blight resistance, chromosomes
2A, 2B, 3A, 4A, 5A and 5B have also positive effect on resistance to these
pathogens (Grausgruber et al. 1998; Steed et al. 2005; Buerstmayr et al. 2011; Burt
et al. 2015).

Tetraploid Wheats T. Dicoccoides and T. Durum (BAu)

Powdery mildew resistance genes were transferred from T. dicoccoides to bread
wheat chromosomes 6AL (Xie et al. 2003) and 5BL (PmAS846; Xue et al. 2012).
Other genes conferring resistance to this disease were found in T. dicoccoides
chromosomes 5BL (Pm36; Blanco et al. 2008), 3BL (Li et al. 2009), 2BL (Maxwell
et al. 2010) and 2BS (Hua et al. 2009; Liu et al. 2012).

T. dicoccoides leaf rust (Lr53) and stripe rust (Yr35) resistance genes were
transferred to bread wheat chromosome 6BS (Marais et al. 2005). Other genes for
stripe rust resistance were found in T. dicoccoides (YrH52 and Yr15, Peng et al.
2000; Yr36, Uauy et al. 2005).

This species is also a potential donor of Fusarium head blight resistance genes
(Hartel et al. 2004; Buerstmayr et al. 2013).

T. durum is a perspective donor of stem rust resistance gene Sr13 (Simons et al.
2011). The role of Sr13 and the role of chromosome regions putatively harboring
Sr9, Sr14, Sr17 and Sr28 was shown for resistance to highly virulent stem rust race
Ug99 (Letta et al. 2013).

T. durum resistance genes are often transferred to bread wheat via synthetic
hexaploid forms obtained by crossing T. durum with Ae. tauschii. Genome-wide
association study of 181 synthetic hexaploid wheats revealed a number of stripe rust
resistance loci, including that on chromosomes of the A and B genomes of T.
durum: 1AS, 1BS, 2AS, 2BL, 3BL, 5A, 5BL, and 7AL (Zegeye et al. 2014).

Molecular analysis of hybrid lines derived from crossing of Belarusian wheat
varieties with T. durum suggested contribution of chromosomes 4B and 5B in the
formation of the complex resistance to leaf rust, powdery mildew and septoriosis
(Leonova et al. 2013).

Tetraploid Wheat T. Timopheevii (GAu)

T. timopheevii was a donor of two stem rust resistance gene: Sr36 and Sr37
(McIntosh et al. 2013). The gene Sr36 (formerly SrTt1) was used in breeding
programs for more than 40 years. Sr36 refers to a group of the genes, providing
effective resistance to the most aggressive race of stem rust, Ug99 (Yu et al. 2014).
For Sr36 gene protocols for polymerase chain reaction were developed and
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diagnostic markers were designed for application in marker-assisted selection
(MAS) programs.

The gene Sr37 (SrTt2) despite its effectiveness against Ug99 was not used in
breeding to improve the resistance of wheat varieties because of the significant
negative effects of T4BL-4GL translocation on the productivity traits (McIntosh
et al. 1995).

Two genes determining resistance to powdery mildew, Pm6 and Pm27, were
transferred from T. timopheevii ssp. timopheevii into chromosomes 2B and 6B
respectively (Jørgensen and Jensen 1973; Järve et al. 2000). The gene Pm6 was
widely used for creation of resistant wheat varieties and is still one of the most
effective genes in many regions of the world, including Europe, China and North
America (Alam et al. 2011).

Three resistance genes with different efficiency to leaf rust (Lr18, LrTt1, and
LrTt2), and two quantitative trait loci (QLr.icg-1A, QLr.icg-2B) were described in
the genome of different subspecies of T. timopheevii (Yamamori 1994; Leonova et
al. 2007, 2011). The gene Lr18, originating from T. timopheevii ssp. timopheevii
has lost its efficacy against leaf rust races worldwide and is not currently used in
breeding. The presence of the genes LrTt1 and LrTt2 (T. timopheevii var. viticu-
losum) and locus QLr.icg-2B (unknown subspecies of T. timopheevii) in wheat
genotypes provides resistance to the wide range of leaf rust races in West Siberian
regions of Russia (Leonova et al. 2007; Timonova et al. 2013). These loci have
been used for creation of breeding lines and wheat cultivar “Pamyati Maistrenko”
(Laikova et al. 2013).

Additionally, three genes determining resistance to leaf rust (Lr50), stem rust
(Sr40) and powdery mildew (Pm37) were identified in the genome of wild sub-
species T. timopheevii ssp. armeniacum (Brown-Guedira et al. 2003; Perugini et al.
2008; Wu et al. 2009).

Besides the aforementioned genes, there were evidences that wheat breeding
lines with translocations from T. timopheevii contain genetic loci responsible for
resistance to spot blotch, fusarium and septoriosis (Ma and Hughes 1995;
Christopher et al. 2007; Srinivasachary et al. 2008).

Diploid Wheats T. Monococcum (Am) and T. Boeoticum (Ab)

Stem rust resistance genes Sr21, Sr22, and Sr35 were transferred from diploid
wheat T. monococcum to bread wheat (Kerber and Dyck 1973; Rouse and Jin
2011). Sr21 (Chen et al. 2015) and a number of other T. monococcum stem rust
resistance genes different from Sr21, Sr22, and Sr35 (2 genes, Rouse and Jin 2011;
gene SrTm4, Briggs et al. 2015) confer resistance to highly virulent stem rust race
Ug99.

Two powdery mildew resistance genes (PmTb7A.1 and PmTb7A.2) were iden-
tified and mapped on chromosome 7AL of another diploid wheat species, T.
boeoticum (Chhuneja et al. 2012, 2015).
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Aegilops Species for Wheat Improvement

Ae. Speltoides

Ae. speltoides, which is characterized by a high grain protein content along with
fungal diseases resistance, was a donor of the leaf rust resistance genes Lr28, Lr35,
Lr36, Lr47, and Lr51 (reviewed in Schneider et al. 2008; Todorovska et al. 2009).
Among recent examples, genes encoding leaf rust resistance have been transferred
from Ae. speltoides into T. aestivum (Adonina et al. 2012). Lr28, Lr36 and Lr47
genes were shown to be highly effective against leaf rust populations in most
regions of the world, although, with the exception of the Lr28, remaining genes
were not widely used in breeding practice for development of resistant wheat
cultivars due to negative effects on agronomic traits.

Ae. speltoides is also a source of Sr32, Sr39, Sr47, and SrAes7t genes providing
resistance of common and durum wheats to stem rust including race Ug99
(McIntosh et al. 1995; Faris et al. 2008; Klindworth et al. 2012; Yu et al. 2014).

Two Ae. speltoides powdery mildew resistance genes (Pm12 and Pm32) were
introgressed into common wheat chromosomes 6BL and 1BL respectively
(McIntosh et al. 1995; Hsam et al. 2003). Pm12 is very effective against populations
of powdery mildew pathogen worldwide. But this gene is not widely used in wheat
breeding because of negative influence of alien chromatin on wheat productivity
(Song et al. 2007).

Recently gene Pm53 was located on the long arm of chromosome 5BL of winter
wheat germplasm line and appears to be a new source of powdery mildew resistance
that can be tracked with molecular markers in MAS schemes (Petersen et al. 2015).

Ae. Tauschii

Ae. tauschii, the D genome donor of bread wheat has been used extensively for the
transfer of agronomic important traits to wheat, including leaf rust resistance genes
Lr41, Lr42, and Lr43 (Cox et al. 1994) as well as stem rust resistance genes Sr33
(1DS), Sr45 (1DS), and Sr46 (2DS) conferring resistance to highly virulent race
Ug99 (Rouse and Jin 2011; Yu et al. 2015). It was shown later that Lr40 is the same
gene as Lr21, while Lr41 is a synonym of Lr39. Lr43 is not a unique gene because
initial germplasm lines consist of the progenies with gene combination (Lr21 and
Lr39) (McIntosh et al. 2013).

Other two Ug99-effective stem rust resistance genes were recently transferred to
bread wheat from chromosomes 6DS (SrTA10187) and 7DS (SrTA10171) of Ae.
tauschii (Olson et al. 2013).

Ae. tauschii is often used for introgression of resistance genes into the genome of
bread wheat through the development of synthetic hexaploid forms. Association
mapping with the help of a set of synthetic hexaploid wheats revealed 2 novel stripe
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rust resistance loci on chromosomes 3DL and 6DS originating from Ae. tauschii
(Zegeye et al. 2014). Stripe rust resistance genes were revealed on Ae. tauschii
chromosomes 3DS (YrY206, Zhang et al. 2009) and 4DS (YrAS2388, Huang et al.
2011). Potential of this species for improvement of stripe rust resistance was also
shown by Liu et al. (2013).

Miranda et al. (2006, 2007) identified Ae. tauschii-derived wheat powdery mil-
dew resistance genes Pm34 and Pm35 on wheat chromosome 5D. Sun et al. (2006)
mapped 2 genes, PmY201 and PmY212, on chromosome 5DL of Ae. tauschii.
Maxwell et al. (2012) characterized a novel Ae. tauschii-derived gene (MlNCD1)
conferring resistance to powdery mildew, mapped to the short arm of chromosome
7D in more distal position compared to the previously known Pm38 gene.

Other Aegilops Species

Germplasm of the other Aegilops species (not related with hexaploid wheat origin)
has been exploited to a limited extent for a search and transfer of the genes
determining wheat resistance to fungal diseases. This is primarily due to method-
ological difficulties of introduction of foreign genetic material into the genome of
common wheat by direct hybridization. Nevertheless, a number of genes for
resistance to rust diseases was identified in the genomes of Ae. ventricosa (Lr37,
Yr17, Sr38), Ae. geniculata (Lr57, Yr40, Sr53), Ae. triuncialis (Lr58), and Ae.
peregrina (Lr59) (Seah et al. 2001; Kuraparthy et al. 2007a, b; Marais et al. 2008)

For translocation T5DL∙5DS-5MgS from Ae. geniculata, containing leaf and
stripe rust resistance genes (Lr57, Yr40) the absence of negative effects on endo-
sperm texture of winter wheat cultivars has been proven (Kuraparthy et al. 2009).
Positive effects on bread-making quality was detected for translocation containing
cluster Lr37-Yr17-Sr38 genes from Ae. ventricosa (Labuschagne et al. 2002).

A number of disease resistance genes have been transferred from other Aegilops
species: Ae. umbellulata (LrU1, LrU2, YrU1), Ae. caudata (LrAC), Ae. variabilis
(unknown gene), and Ae. variabilis (LrV, YrV) (Chhuneja et al. 2008; Riar Kaur
et al. 2012; Spetsov et al. 2013). Apparent linkage drag was observed neither in the
introgression lines obtained on the basis of Ae. umbellulata and Ae. variabilis, nor
in their backcross progenies, suggesting that new genetic loci could be exploited
commercially.

Rye as a Source of Disease Resistance Genes for Bread
Wheat

Among the successful introduction of rye (Secale cereale L.) genetic material into
the genome of common wheat only two translocations have practical value, and in
both cases chromosome 1RS took part in these translocations.
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The translocated 1RS chromosome arm of the rye cultivar ‘Kavkaz’ frequently
occurs in wheat cultivars of European selection (Villareal et al. 1998; Purnhauser
et al. 2011). It confers disease resistance against powdery mildew (Pm8), stem rust
(Sr31), leaf rust (Lr26) and stripe rust (Yr9) (Lukaszewski 2000). Cultivars with this
so-called 1BL.1RS translocation (Mettin et al. 1973; Zeller 1973) showed high
yield potential and multiple disease resistance (Rabinovich 1998; Kim et al. 2004;
Belan et al. 2010).

Translocation 1AL.1RS, obtained on the basis of rye cultivar ‘Amigo’ contains
genes for resistance to wheat aphid (Gb2), powdery mildew (Pm17) and stem rust
(unknown gene). This translocation is spread mainly in the American wheat vari-
eties. Translocation 1AL.1RS was also found to have positive effects on drought
tolerance, grain protein content and yield (McIntosh et al. 1995; Kim et al. 2004).

Other wheat-rye translocations, such as T3AS-3RS with Sr27 gene,
T4BS.4BL-5RL with Lr25, T6BS-6RL with Pm20, T2AS-2RS.2RL with Lr45, and
T2BS-2RL containing the locus of resistance to Hessian fly are not widely used in
breeding due to their negative effects on agronomic traits.

Conclusions and Prospects

Wild and cultivated wheat relatives and species from related genera are an inex-
haustible source of genes providing resistance to diseases and insects. To date, more
than 50 % of known genes determining resistance to rust diseases and powdery
mildew originate from wheat relatives (McIntosh et al. 2013). However, only a
limited number of genes were utilized in practical breeding to improve genetic basis
of bread wheat resistance. Others were used only for development of introgression
and isogenic lines.

One of the main reasons for limited practical application of the resistance genes is
the presence of alien genetic material tightly linked with the target gene and nega-
tively influencing agronomic traits. For example gene Lr19 closely linked to the gene
Y, determining the yellow color of flour is not used for development of resistance of
wheat cultivars in those countries which traditionally prefer the flour of white color.

In recent years, the development of new molecular methods for tagging of
disease resistance genes and technology of marker-assisted selection made it pos-
sible to eliminate excessive donor material, which may have negative effect on
agronomic traits. In this way, for example, bread wheat lines with shorter intro-
gression fragments containing Sr37 and Sr39 genes with effective resistance to stem
rust were obtained (Yu et al. 2010; Zhang et al. 2012). The study demonstrated that
the lines with reduced alien chromatin have no negative effects on productivity
traits anymore.

Further difficulties can be related with insufficient level of alien gene expression
due to divergence between bread wheat cis- or trans-regulatory elements and those
of the donor species (Khlestkina et al. 2009; Shoeva et al. 2016) or suppression of
alien genes by their orthologs in wheat (Hurni et al. 2014).
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The recently developed approach for precise gene editing, CRISPR/Cas9 system
(reviewed in Bortesi and Fischer 2015), has been already used successfully for
editing resistance genes in wheat (Wang et al. 2014). This system allows making
fine changes in plant genome and may help to overcome the difficulties mentioned
above by editing regulatory sequences or direct insertion of desirable gene
sequences without hybridization.
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Organization and Evolution
of the Duplicated Flavonoid
Biosynthesis Genes in Triticeae

Elena Khlestkina and Olesya Shoeva

Introduction

Gene duplications are of a great evolutionary importance. In plant genomes,
duplicated genes may result from not only segmental chromosome duplications, but
also from polyploidization. The former give rise to paralogous genes, the latter—to
homoeologous (orthologous) genes. Interspecific hybridization occurs frequently in
monocot and dicot plant species (Masterson 1994; Wolfe 2001) . In some cases it is
followed by a chromosome doubling, leading to formation of allopolyploids. Bread
wheat (Triticum aestivum L., 2n = 6x = 42) is derived from a complex hybridiza-
tion process involving three diploid species carrying the three homoeologous
genomes A, B and D (Kihara 1944, 1954). In 70–99 % homoeologous gene series
of allopolyploids, all homoeologues are reportedly co-expressed (Comai et al. 2000;
Kashkush et al. 2002; Bottley et al. 2006). Analysis of expression level of indi-
vidual gene copies showed that expression levels and/or patterns of co-expressed
homoeologues can sometimes be equal/identical (Morimoto et al. 2005; Shitsukawa
et al. 2007; Khlestkina et al. 2008) or vary (Nomura et al. 2005; Appleford et al.
2006; Shitsukawa et al. 2007). Rapid changes in duplicated genes can be related
with normalization of expression of their product. On the other hand duplicated
gene doesn’t undergo selection pressure and can evolve and acquire a new func-
tional specialization (Marais and Rausher 2008).

Flavonoid biosynthesis pathway genes (FBGs) provide a suitable tool for studies
in genetics, since they confer easily scorable phenotypes. FBGs are divided into the
regulatory and the structural genes. FB enzymes are encoded by the structural
genes, activated by regulatory genes encoding transcriptional factors of bHLH (or
MYC), MYB or WD40-type, which form the MBW regulatory complex
(Khlestkina et al. 2015).

E. Khlestkina (&) � O. Shoeva
Institute of Cytology and Genetics SBRAS, Novosibirk, Russia
e-mail: khlest@bionet.nsc.ru

© Springer International Publishing AG 2016
V.L. Korogodina et al. (eds.), Genetics, Evolution and Radiation,
DOI 10.1007/978-3-319-48838-7_10

121



Duplications of the Regulatory MYC Gene

Purple wheat grains are considered to be a useful source of dietary anthocyanins
(flavonoid pigments). The trait is due to synthesis of anthocyanins in pericarp under
the control of the Pp1 and Pp3 complementary genes. A likely candidate for Pp3 is
the Myc1 gene encoding R/B-like bHLH transcription factor (Shoeva et al. 2014a).
Myc1 and its four duplicated copies in bread wheat genome demonstrated essential
structural and functional divergence. Their transcriptional activity was
tissue-specific. In particular, only the Myc1 gene (chromosome 2A) is expressed in
wheat pericarp, conferring purple color of grain. Three Myc genes are expressed in
other parts of wheat plant, while one copy is not expressed at all. The Myc3
(chromosome 2B) and Myc4 (chromosome 2D) genes products are potential can-
didates participating in formation of the MBW regulatory complex in coleoptile and
culm. The Myc loci mapped to chromosomes 2B and 2D have never been revealed
in segregating mapping populations analyzed, suggesting missing or rare occur-
rence of loss-of-function alleles of these genes in wheat populations. Unlike Myc3
and Myc4, the Myc1 (Pp3) gene is characterized by high allelic diversity observed
at the phenotypic level, detected in segregating populations (Dobrovolskaya et al.
2006; Khlestkina et al. 2010).

CHI Homoeologs

Expression of chalcone-flavanone isomerase (CHI; EC 5.5.1.6.) catalyzing the
conversion of chalcones to flavanones is related with plant adaptive and protective
responses to environmental stress. Three copies of this gene were sequenced and
mapped to the terminal bins of the long arms of chromosomes 5A, 5B, and 5D
(Shoeva et al. 2014b). Comparative analysis of the Chi genomic sequences in
different species suggested elimination of the last intron followed by fusion of the
two last exons in the common ancestor of Triticeae tribe. The coding sequences of
the three Chi wheat copies have over 96 % identity and maintain conservative sites
important for proper folding and activity of the enzyme CHI, type I. However,
transcription of the three homoeologs is not always co-regulated. In particular, the
three genes demonstrate different response to salinity in roots: Chi-D1 is upregu-
lated, Chi-A1 responds medially, whereas Chi-B1 is not activated at all. The
observed variation in transcriptional activity between the Chi homoeologs is in a
good agreement with structural diversification of their promoter sequences. In
addition, the relation between Chi transcription and pigmentation in different parts
of wheat plant was studied. It was shown that Chi is expressed in different parts of
wheat plant independently on its coloration. Although in some intensively colored
organs some increase of the Chi gene expression can be observed. Thus, the Chi
genes are under complex regulation in wheat (Shoeva et al. 2014b).
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Homoeologous and Paralogous Copies of the F3H Gene

Flavanone 3-hydroxylase (F3H; EC 1.14.11.9) catalyses one of the key steps of the
flavonoid biosynthesis pathway (conversion of flavanones to dihydroflavonols)
yielding a large family of flavonoid compounds which are involved in many bio-
logical activities. The genome of most plant species contains only a single copy of
the F3h gene. In the allohexaploid bread wheat (T. aestivum L.), the family of genes
encoding F3H is represented by four copies (3 highly similar homoeologs and 1
paralog) (Khlestkina et al. 2008). Analysis of the paralogue (F3h-B2) suggested this
gene to encode functional enzyme that however differs from that encoded by the
three homoeologous copies (F3h-A1, -B1, -D1) by replacement of some of the
strictly conserved residues in the putative substrate-binding sites. F3h-B2 promoter
region diverged essentially from that of the F3h-1 genes, and diversified tran-
scriptional regulation of these two genes is observed (Khlestkina et al. 2013;
Shoeva and Khlestkina 2013). Analysis of F3h-1 and F3h-2 coding sequence
divergence suggested F3h to be duplicated in the common ancestor of the Triticeae
tribe. Specific occurrence of the orthologous F3h-2 genes was demonstrated in a
small group of Triticeae species having one of the closely related genomes B, G or
S, and in rye. F3h-2 could acquire a new functional specialization in the common
progenitor of the B, G and S genomes, and in rye (Khlestkina et al. 2013). These
can be a reason for the maintenance of the duplicate F3 h copies in these genomes,
whereas in other Triticeae genomes, F3h-2 was likely pseudogenized.

Conclusion

Flavonoid biosynthesis pathway genes provide a suitable model for detailed studies
into evolution of duplicated genes in allopolyploid genomes of Triticeae species.
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Kinase Cascade of DNA Damage
Checkpoint

Natalia Koltovaya

Introduction

Ionizing radiation induces a wide spectrum of DNA damage, including
double-strand breaks (DSBs) of DNA which play an important role in cell death and
genetic instability (Gaziev 1999). The response of cells to DNA damage is con-
sidered in numerous reviews (Glazer and Glazynov 1999; Korolev 2007).
According to the proposed model (Rouse and Jackson 2002) DNA damage is
initially detected by specific repair factors having a high affinity to specific types of
primary DNA lesions. In some cases the damage can be relatively easily repaired
and, thus, it is quickly restored soon after being detected. In this case the damage
does not activate the checkpoint response, since the signaling system Mec1 (Tel1)
has no time to detect the damage. If the DNA damage does not restore quickly and
is retained for a long period of time, the Mec1/Ddc2 complex is delivered to the site
of damage. It modifies the targets in the neighborhood of the damage, for example,
repair enzymes and H2A histones. If this is followed by complete repair, a global
response to the DNA damage is again prevented. However, if DNA repair still
cannot be completed, other complexes are recruited. The Rad53 and Chk1 kinases
are activated by the Mec1-dependent way, and a global response to DNA damage is
initiated. It includes cell cycle arrest, further alteration of the chromatin structure,
and regulation of the cell repair potential. All these reactions facilitate repair and
prevent the progression of the key stages of the cell cycle. There are several
checkpoints of genome integrity throughout the cell cycle.

The following problems are gaining in importance: domain structure of proteins,
physical interaction between repair and checkpoint proteins, their structural changes
and activation during repair and checkpoint response. An effective and widely used
way to regulate the activity of many enzymes and proteins is chemical modification
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by kinases (Hoeksta et al. 1991a, b). Protein kinases comprise a large family of
enzymes catalyzing the transfer of the terminal phosphate residue from ATP onto
different groups in the protein structure. The transfer of the negatively charged
group is accompanied by large structural rearrangements of a target protein (Gusev
2000). This phosphorylation can have various consequences. For example, it can
activate the enzyme, increase affinity to other proteins, or change protein
localization.

Activation of Checkpoint

The signal for checkpoint is ssDNA (Garvic et al. 1995). Checkpoint activation is
proportional to the degree of DSB degradation and to the length of ssDNA (Melo
et al. 2001; Zou and Elledge 2003). The protein complexes MRX
(Mre11/Rad50/Xrs2) and Ku bind to the DSB ends, maintain and process them.
Checkpoint activation requires subsequent loading of RPA on ssDNA which is an
analog of the bacterial protein ssb (single strand binding protein). RPA prevents the
formation of a secondary structure by the ends of ssDNA. The formation of
ssDNA-RPA nucleoprotein filaments permits the Mec1/Ddc2 and
Mec3/Rad17/Ddc1 complexes to be recruited to the DNA damage. The structure of
the Mec3/Rad17/Ddc1 complex is similar to the structure of the PCNA (prolifer-
ating cell nuclear antigen) homotrimer that retains DNA polymerase on DNA and
increases its processivity (Kaur et al. 2001). PCNA is loaded on DNA during
replication by means of the RFC (replication factor C) complex. The PCNA-like
complex Mec3/Rad17/Ddc1 is loaded on the DSB end by using the RFC-like
complex Rad24/Rfc2–5 containing the Rad24 instead of the Rfc1 subunit
(Longhese et al. 1998; Lindsey-Boltz et al. 2001; Green et al. 2000). The
Rad24/RFC complex recognizes DSB structures with ssDNA (Ellison and Stillman
2003) and binds to RPA that covers the ssDNA region (Zou et al. 2003). After ATP
hydrolysis the Mec3/Rad17/Ddc1 complex dissociates from the Rad24/RFC com-
plex (Majka and Burgers 2003).

Mec1 Kinase

The binding of Mec1 kinase to the DNA DSB requires the Ddc2 protein. The
loading of the Mec1/Ddc2 complex depends on preloading of RPA on DNA (Lee
et al. 1998, 1999) and is realized through the interaction of both proteins with RPA
(Rouse and Jackson 2002; Zou and Elledge 2003). Mec1 physically interacts with
the Rfa1, Rfa2, and Rfa3 subunits (Gavin et al. 2006; Nakada et al. 2005): in
particular, the C–terminal fragment of Mec1 interacts with Rfa1 and Rfa2.

The Mec1 kinase belongs to the conserved family of the so-called
phosphatidylinositol-3-kinases. The yeast kinase Tel1 and the mammalian kinases
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ATM, ATR, and DNA-PK also belong to this family (Elledge 1996). The catalytic
domain of PI-3 kinases is observed in the C-terminus sequence of the Mec1 (Fig. 1)
and Tel1 kinases, but despite this fact the kinases do not phosphorylate lipids.
Instead, all of the above-mentioned kinases phosphorylate proteins by the con-
sensus SQ/TQ, which often form clusters named as SCD (SQ/TQ-rich cluster
domains). Mec1 responds to different types of DNA damage and plays the primary
role in checkpoint activation by DNA damage and by the replication block
(Longhese et al. 1998). Although Tel1 is also involved in repair, recombination,
and cell cycle regulation, it plays a minor role in response to the DSBs (Morrow
et al. 1995; Nakada et al. 2003; Sanchez et al. 1996).

The Mec1/Ddc2 checkpoint complex binds to the RPA complex through the
Ddc2 subunit (Robison et al. 2004), and this binding leads to its activation. Two
Mec1 subunits phosphorylate each other, and the complex disintegrates releasing
the active form of the Mec1 kinase. The interaction of the Mec3/Rad17/Ddc1
complex with the Mec1 results in further phosphorylation of Mec1 and enhances its
activity. The active Mec1 kinase causes chemical modification of RPA. It is known
that in undisturbed cells the Rfa2 subunit of RPA is phosphorylated in S and G2
(Brush et al. 1996). In response to DNA damage and replication blocking by HU
two subunits (Rfa1 and Rfa2) are phosphorylated (Brush et al. 1996; Brush and
Kelly 2000; Bartrand et al. 2004). Both kinds of RPA phosphorylation, during the
cell cycle or in response to DNA damage and replication blocking, are controlled in
S. cerevisiae by the Mec1 kinase. Induced phosphorylation also depends on Rad53.
RPA phosphorylation is necessary for G1/S, intra S, and G2/M checkpoints and
seems to provide signaling in cooperation with the Rad24/RFC complex (Longhese
et al. 1996; Kim and Brill 2003).

CDK1 Kinase

CDK1/CDC28 kinase is necessary for repair and checkpoint. CDC28/CDK1 is the
major protein kinase regulating the cell cycle progression and belongs to the CDK
(cyclin-dependent kinase) family of cyclin-dependent serine/threonine kinases
(Mendenhall and Hodge 1998). CDK kinase substrates have, as a rule, multiple
sites of phosphorylation (S/T-P-x-K/R). Activation of the CDK catalytic subunit
requires binding to the regulatory subunit, cyclin. Systematic analysis revealed 360
substrates for the active form of CDC28/CLB2 kinase (Ubersax et al. 2003). CDK
kinase structure has two globules with an ATP located in the gap between them
(Bartova et al. 2004). The gap is formed with the involvement of T- and G-loops
localized in different globules. The full activation occurs as a result of cyclin
joining, phosphorylation of the T169 residue in the T-loop, and dephosphorylation
of the Y19 and T18 residues in the G-rich loop. The kinase structure thus changes,
the gap widens, and the phosphate group of ATP becomes accessible for the
substrate. The cdc28-srm mutation represents a substitution of conserved glycine by
serine (G20S) in the G-loop (Kholmurodov et al. 2006). Computer molecular
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dynamic modeling has shown that the substitution of one amino acid residue causes
marked changes in the kinase structure and probable changes in the interaction of
the kinase with cyclins, substrates, and ATP.

The CDC28 kinase provides the choice of a repair pathway (HR or NHEJ) in G1
and G2, since its activity is required for degradation of DSB ends by the MRX
complex (Ira et al. 2004). Degradation of DSB depends almost completely on the
MRX complex in G2 phase and only partially in G1 phase (Deide and Gottschling
2001). It is supposed that the CDC28 kinase in G2 phase regulates the phospho-
rylation status of the MRX complex and of other factors involved in DSB pro-
cessing. Indeed, some proteins participating in DNA recombination are CDK
substrates, including Srs2 helicase and two subunits (Mre11 and Rad50) of the
MRX complex (Ubersax et al. 2003; Liberi et al. 2000). The CDC28/CLB2 kinase
and the MRX complex were demonstrated to be functionally associated in the
course of the mitotic cycle, recombination, and repair (Aylon and Kupiec 2005;
Grandin and Charbonneau 2003).

Analysis of the amino acid sequence of Mre11 endonuclease revealed several
potential consensus sites of phosphorylation by the CDC28 kinase. However,
mutations at these sites have no influence on the activation of checkpoint control
and, probably, on the degradation of the break ends (Ira et al. 2004). Mre11
endonuclease is a constituent of a large complex together with helicases Srs2 and
Sgs1 in unirradiated cells. Irradiation induces phosphorylation of the Srs2 helicase
by the CDC28 kinase and Mec1 kinase-dependent formation of individual com-
plexes Sgs1-Mre11 and Srs2-Mre11 (Chiolo et al. 2005). Phosphorylation of both
proteins (Srs2 and Mre11) is indispensable for the formation of the subcomplexes.
Abnormalities of Srs2 helicase sites of CDC28 kinase-mediated phosphorylation
block their formation. Probably, the larger complex is used as a center of storage of
the enzymes before they are needed.

The Xrs2 protein is a component of the MRX complex and contains the sequence
MBX (Mre11 binding domain of Xrs2) -binding site of Mre11 in the C-termini
(Fig. 1). On each side of the site, NLS (nuclear localization signal) sequences are
located in positions 320–629 and 766–854 (Tsukamoto et al. 2005). Xrs2 regulates
movement of Mre11 from the cytoplasm to the nucleus, where it binds to Rad50. As a
result, the Mre11, Rad50, and Xrs2 proteins form the MRX complex in the ratio of
2:2:1. Rad50 mediates ATP-dependent binding of the complex with DSB (Raymond
and Kleckner 1993). Binding of the complex with ATP causes conformational
changes of Rad50, thus stimulating Mre11 nuclease activity. The role of phospho-
rylation of Mre11 and Rad50 by the CDC28 kinase is unknown so far.

b Fig. 1 A structure of Xrs2, Mec1, Rad53, Rad9, Dun1 and Chk1. Indicated is the position of
structural elements determining the sites of binding Xrs2-Tel1 (Tel1) and Xrs2-Mre11 (MBX,
Mre11-binding domain); nuclear localization signal (NLS); domain of kinase activity Rad53
(kinase) and Rad53-Rad9 interaction (FHA, forkhead-associated domain); interactions Rad9-Chk1
(CAD, Chk1 activation domain); interactions Rad9-Rad53 (SCD, [S/T]Q cluster domain);
interactions Rad9-Rad9 (BRCT, BRCA1 C-terminus); kinase and FHA-domain of Dun1 kinase.
Proteins binding with these domains are indicated beneath the boxes. Indicated for proteins Rad53,
Rad9, Dun1 are the sites of phosphorylation
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Rad53 and Chk1 Kinases

Signaling from the sensors to the cell division apparatus occurs as a result of
phosphorylation of the adaptors of the Chk1 and Rad53 kinases by the Mec1 kinase
(Blankley and Lydall 2004; Ma et al. 2006; Sweeney et al. 2005).
Hyperphosphorylation of the adaptor protein Rad9 is specifically induced by DNA
damage rather than by inhibition of DNA replication (Sun et al. 1998). Rad9 is
required for signal transduction in G1 and G2/M phases. In S phase a signal is
mediated by another adaptor, namely, by the Mrc1 protein associated with the
replication fork (Alcasabas et al. 2001; Osborn and Elledge 2003).

The hypophosphorylated Rad9 is found in a cell as a component of two com-
plexes, 850 and 560 kDa, containing Ssa1 and Ssa2 chaperones that, probably,
remodel it (Bosch and Lowndes 2004). The smaller complex also contains the
Rad53 kinase. The Rad9 protein has two BRCT domains in the C-terminus
sequence (Fig. 1). These domains facilitate Rad9-Rad9 interaction in the case of
DNA damage (Soulier and Lowndes 1999). This motif was found in many proteins
involved in repair, DNA recombination, and checkpoint.

The adaptor protein Rad9 has multiple sites of Mec1 kinase-mediated phos-
phorylation (Naiki et al. 2004; Emili 1998). In the case of DNA damage Rad9 binds
to the damage and is fully phosphorylated by the Mec1 (Naiki et al. 2004). The
hyperphosphorylated Rad9 becomes a component of the smaller complex.
Hyperphosphorylation of Rad9 depends on the Mec1 and Tel1 kinases, and under
some conditions the complexes Mec3/Rad17/Ddc1 and Rad24p/RFC are also
required (Emili 1998; Vialard et al. 1998). In asynchronous or rapidly growing
cultures, in G2/M cells synchronized by nocodasole, or in the cells whose arrest is
induced by HU, hyperphosphorylation of Rad9 depends on the genes MEC1 and
TEL1. In G1 cells synchronized by the a-factor, hyperphosphorylation of Rad9
depends, in addition to the MEC1 gene, on the functioning of the RAD17, RAD24,
MEC3, and DDC1 genes, probably, due to increased processing of the MRX
complex by the Mec3/Rad17/Ddc1 complex whose loading requires the
Rad24p/RFC complex. Thus, the participation of checkpoint genes in the response
to DNA damage is specific and depends on the stage of the cell cycle.

In UV-irradiated cells, the phosphorylated Rad9 protein interacts with the
phosphorylated Rad53 kinase (an ortholog of the human kinase hChk2) (Vialard
et al. 1998). The mutant Rad9 protein devoid of the key target phosphorylation
residues SQ and TQ becomes unable to bind and activate the Rad53 kinase in
response to the action of MMC (Schwartz et al. 2002). The interaction between the
phosphorylated forms of Rad9 and Rad53 is mediated by the FHA-domains of the
Rad53 kinase (Sun et al. 1998). In many mechanisms of cell control the domain
FHA (forkhead-associated) serves as a module of protein–protein interaction,
facilitates recognition and binding with phosphorylated proteins (Durocher et al.
1999). The FHA-domain is about 140 amino acid residues in size and presents a
compact globular structure. Structural analysis of the FHA1-Rad53 domain has
shown that the amino acid residues are packed in two antiparallel b-layers with a
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short a-helix at the C-termini (Liao et al. 1999). Rad53 has two FHA-domains:
FHA1 (N-terminal) and FHA2 (C-terminal) (Fig. 1). Both domains bind directly to
the phosphorylated Rad9 (Durocher et al. 1999; Sun et al. 1998). These domains,
however, differ in binding specificity. FHA1 preferentially binds to ST(P), and
FHA2 binds both to S(P)T and to ST(P).

Rad53 is an immediate target of the Mec1. Rad53 activation requires phos-
phorylation of multiple sites by the Mec1 kinase (Sweeney et al. 2005). Effective
direct phosphorylation of Rad53 by Mec1 is observed only in the presence of the
phosphorylated form of Rad9. The stimulating activity of Rad9 needs phospho- and
FHA-dependent interaction with Rad53 to permit Rad53 to be recognized as a
substrate by Mec1. In turn, the cell cycle is renewed as a result of inactivation of the
Rad53 kinase. The phosphorylated forms of two phosphatases of the PP2C type
(protein phosphatase type 2C), Pts2p and Ptc3p, bind to the FHA1-domain of
Rad53 and inactivate the Rad53-dependent pathway due to Rad53 dephosphory-
lation (Leroy et al. 2003). It should be noted that Ptc3 phosphatase also dephos-
phorylates the regulatory residue T169 of the CDC28 kinase (Mendenhall and
Hodge 1998) and is also a target for the CDC28 kinase (Ubersax et al. 2003). It may
be assumed that the CDC28 kinase is involved both in activation and inactivation of
checkpoint.

The Mec1 kinase plays a dual role in the activation of the Rad53 kinase. After
detection of DNA damage, Mec1/Ddc2 phosphorylates the adaptor molecule of
Rad53 by multiple S/T-Q motifs. Phosphorylated Rad9 recruits Rad53 to the place
of damage by the FHA-dependent way. The delivery of Rad53 to the place of
damage determines direct phosphorylation by Mec1 Rad53 bound to the Rad9
protein. Phosphorylation of multiple Rad53 motifs makes possible autophospho-
rylation, which terminates the conversion of the kinase to the active form (Vialard
et al. 1998; Gilbert et al. 2001). Autophosphorylation of Rad53 leads to a nine fold
increase of activity and depends on the kinase concentration (Ma et al. 2006). DNA
damage causes oligomerization of part of Rad53 molecules in vivo. At a low
concentration, preincubation of Rad53 with the Mec1/Ddc2 complex induces
activation of the Rad53 kinase. Hyperphosphorylated active Rad53 kinase relieves
itself of Rad9 releasing it for the next rounds of Rad53 activation. It has been shown
that the kinase activity of Rad53 is necessary to perform a function in checkpoint
control (Fay et al. 1997; Kim and Weinert 1997).

The protein Mrc1 (mediator of the replication checkpoint) mediates the Rad53
kinase activity under replication block conditions in response to the depletion of
nucleotides or to the presence of alkylated damage (Alcasabas et al. 2001; Tanaka
and Russell 2001). As Rad9, the adaptor protein Mrc1 is hyperphosphorylated, but
only in response to the replication block. The protein contains a canonic sequence
with several SQ/TQ motifs which are sites of Mec1 kinase-mediated phosphory-
lation (Kim et al. 1999). In the absence of an immediate response, the replication
stress causes DNA damage in the mrc1 mutant. The damage activates the adaptor
protein Rad9 and DNA damage-induced checkpoint with subsequent activation of
the Rad53 kinase. In the mrc1 mutant, the Rad53 kinase is not activated in the
absence of Rad9 (Alcasabas et al. 2001).
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As in the case of Rad9, the Rad53 kinase can be activated by the phosphorylated
adaptor protein Mrc1 through the delivery of the Rad53 kinase to the Mec1/Ddc2
complex, permitting direct phosphorylation or autophosphorylation. Then the
activated Rad53 kinase itself phosphorylates the adaptor protein Mrc1. Probably,
further activation of the Rad53 kinase is thus promoted through the formation of an
activation loop. Mutations at the Mrc1 protein phosphorylation sites prevent Mrc1
phosphorylation and block Rad53 activation, but they do not affect the function of
the adaptor protein Mrc1 in replication.

The adaptor protein Rad9 participates in phosphorylation and activation of two
kinases, Rad53 and Chk1 (Schwartz et al. 2002; Gillbert et al. 2001; Sanchez et al.
1999). Correspondingly, Rad9 has two domains (Fig. 1) activating different sig-
naling kinase pathways independently of one another (Blankley and Lydall 2004).
The N-terminal region contains the CAD domain (Chk1 activation domain) of
phosphorylation and activation of the Chk1 kinase required for signal transduction
in the case of cell division arrest induced by damage in the telomeric region of
chromosomes in the cdc13-1 and yku70D mutants, but not upon UV light induction
or inhibition of telomeric nuclease. The substitution of residues blocking DNA
damage-induced phosphorylation of the SQ and TQ motifs of Rad9 disturbs only
the Rad53-mediated response rather than the Chk1-dependent one (Schwartz et al.
2002). The Chk1 kinase has no FHA-domains. It seems likely that the adaptor
protein Rad9 uses different mechanisms in regulating the activity of Rad53 and
Chk1 kinases.

In intact cells, regulated and cell cycle stage-dependent phosphorylation of Rad9
takes place (Vialard et al. 1998), and in the case of DNA damage it is hyper-
phosphorylated by the Tel1 and Mec1 kinases. Rad9 has potential sites of phos-
phorylation by the CDC28 kinase that controls the cell cycle progression (Ubersax
et al. 2003). The CAD-domain has no sites of phosphorylation by the Mec1 kinase,
but has three potential sites of phosphorylation by the CDC28 kinase. It has to be
elucidated if indeed CDC28-dependent phosphorylation regulates the Rad9-Chk1
signaling pathway. It should be noted that potential sites of phosphorylation are
conserved, and they were discovered in orthologs of Rad9.

Phosphorylation of Chk1 and Rad53 leads to activation of the G1/S, intra S, or
G2/M checkpoints and to the cell cycle arrest, as well as to transcriptional activation
of repair genes, repression of cyclin transcription, and to stabilization of replication
forks (Chen and Sanchez 2004; Weinert 1998). The Rad53 kinase plays a decisive
role throughout the whole cell cycle in checkpoint control of DNA damage and
replication blocking (Longhese et al. 1998), while the Chk1 kinase functions only
in G2/M phase in the response to DNA damage (Sanchez et al. 1999). The role of
Chk1 in S checkpoint was not demonstrated, but indirect evidence points to the
possibility of an optional role of the Chk1 kinase in the response to the replication
block: dun1 cells without Chk1 are more sensitive to HU than dun1 null mutants
(Schollaert et al. 2004).
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Dun1 Kinase

The signaling kinase cascade also involves another substrate of the Rad53 kinase,
Dun1 kinase. The Dun1 kinase takes part in the activation of repair genes as a result
of a replication block or DNA damage (Zhou and Elledge 1993), in G2/M
checkpoint (Pati et al. 1997; Gardner et al. 1999), and in inducible phosphorylation
of the Rad55 repair protein (Bashkirov et al. 2003). Rad55 is also phosphorylated
by the Rad53 kinase (Herzberg et al. 2006). The dihybrid analysis showed the
existence of physical interaction between Rad53 and Rad55. The Rad53 kinase
directly phosphorylates S14-Rad55. The Dun1 kinase belongs to the Chk2-family
of protein kinases that also includes the human kinase Chk2/hCds1. These kinases
have at least one FHA-domain (Fig. 1), which specifically binds to a phosphory-
lated amino acid residue, predominantly to phosphothreonine T(P). The
FHA-domain of the Dun1 kinase is required for direct phosphorylation of Dun1 by
Rad53 in vitro and in vivo and apparently participates in the interaction between
Rad53 and Dun1 (Bashkirov et al. 2003). Phosphorylation of the T380 residue by
Rad53 in the activation loop of Dun1 is responsible for Dun1 activation (Chen et al.
2007). It was found that the T354 residue in the activation loop of Rad53 is
necessary for its activation. Phosphorylation of threonine in the activation loop is a
conserved mechanism of activation of kinases of the Chk2-family.

The Dun1 kinase provides the synthesis of deoxyribonucleotides (dNTP)
induced by DNA damage or by replication stress via transcriptional activation of
ribonucleotide reductase (RNR) genes (Huang et al. 1998) and inactivation of the
ribonucleotide reductase inhibitor Sml1 (Zhou and Elledge 1993; Zhao and
Rothstein 2002). RNR catalyzes the limiting stage of dNTP synthesis: conversion
of dNDP to dNTP. The RNR activity directly influences the level and balance of the
nucleotide pool and is regulated in the course of replication and repair.
Transcription of RNR genes is regulated by the transcription corepressor
Crt1-Ssn6-Tup1. When DNA replication is blocked, Dun1 takes part in phospho-
rylation of the transcription corepressor subunit Crt1. The result is dissociation of
Crt1 from the promoter and subsequent derepression of transcription of RNR genes
(Huang et al. 1998). Transcription of repair genes after DNA damage is induced by
a different way with the involvement of the regulators of transcription Swi4 and
Swi6. An immediate target of the Rad53 kinase is the transcription factor Swi6
participating in transcription of some inducible genes in response to DNA damage.
This leads to a delay of the entry of cells into S phase as a result of inhibition of
transcription of cyclins genes CLN (Sidorova and Breeden 1997). Thus, Swi6 is a
target for G1/S arrest. The Dun1 kinase takes part in G2/M checkpoint by inhibiting
Clb2 cyclin degradation and the exit from mitosis by blocking activation of the
MEN (mitotic exit network) complex (Pati et al. 1997; Gardner et al. 1999).

Dun1 is involved in the regulation of postreplication repair (Hammet et al.
2002). The block of replication induces temporary binding of the Dun1 kinase to
the Pan2/Pan3 complex, thus providing accessibility of the Ccr4/Caf1 complex and
its activation by Dun1. The Pan2/Pan3 and Ccr4/Caf1 complexes regulate stability
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of RAD5-mRNA. Since the RAD5 gene belongs to the RAD6-group of postrepli-
cation repair genes, Dun1 indirectly influences the work of this repair pathway.
Rad6 has the RING-finger domain mediating the interaction of K63-specific
ubiquitin ligase Ubc13 and Mms2 with Rad18 and K48-specific ubiquitin ligase
Rad6 (Ulrich and Jentsch 2000). The heterocomplex generates a signal activating
DNA repair through the HR pathway (i.e., error-free) instead of NHEJ (i.e.,
error-prone) (Ulrich and Jentsch 2000; Xiao et al. 2000; Brusky et al. 2000). The
protein surface regions mediating the cooperation of Rad5 and Rad18 can also
mediate homodimerization of the corresponding subunits and cause dissociation of
the pentamer in subcomplexes Rad5-Ubc13-Mms2 and Rad6-Rad18, which induce
a Rad6-dependent signal for activating the error-prone pathway (Ulrich and Jentsch
2000). Thus, the target process of a checkpoint response is regulation of gene
expression not only through control of transcription activation (Zhou and Elledge
2000) but also through cotranscriptional regulation of posttranscriptional reactions
of mRNA 3’end processing and polyadenylation (Kleiman and Manley 2001). The
Dun1 kinase has several additional functions in repair of DNA damage along with
the checkpoint function of cell division arrest. These include induction of tran-
scription of repair enzyme genes (Huang et al. 1998) and direct modification of
repair proteins, e.g., phosphorylation of the repair protein Rad55 (Bashkirov et al.
2000) and Nej1 component of DNA ligase IV (Ahnesorg and Jackson 2007). Nej1
was found to contain the site of phosphorylation by the Dun1 kinase. Mutation of
this site reduces NHEJ efficiency.

Conclusion

The participants in checkpoint control activation are more or less known, whereas
the target proteins are known only in rare cases. They require further investigation
and are the subject of individual consideration.
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Part III
Radiobiology Effects and Mechanisms



The Evolution of Radiobiological Thought:
Past History and Future Predictions

Carmel Mothersill and Colin Seymour

Early Ideas

Theories concerning the nature of the action of radiation date back to its discovery
in 1895 by German physicist Wilhelm Roentgen who discovered a kind of ray that
could travel through solid wood or flesh and yield radiographs of living people’s
bones (Lea 1962) Roentgen called them X-rays, with X standing for unknown. In
1896 French physicist Henri Becquerel reported that uranium compounds, emitted
rays that would fog a photographic plate. The scientific community with the
exception of the Curies1 continued to focus its attention on Roentgen’s X-rays,
ignoring the weaker Becquerel rays or uranium rays. At this stage most of the
research was on the physics and chemistry of the interaction between the rays and
living tissue (Lea 1962). Using novel equipment the Curies characterised the
electric currents emitted by uranium and suggested it was a fundamental property of
the atom and not changed by the physical or chemical state of the element. This was
a fundamental conceptual shift which ultimately leads to the major revolutions in
the field of atomic structure and quantum physics (Lea 1962).

The fact that radiation could cause biological effects was recognised almost
immediately. Burns were described by Roentgen who concluded that the rays could
harm living tissue and therapeutic effects were also described early on by
Tarkhanov who after irradiating frogs and insects with X-rays in early 1896, several
weeks after Röntgen’s discovery, concluded that these newly discovered rays not
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only photograph, but also “affect the living function” (Kudriashov et al. 2008).
Calabrese has researched the early use of X-rays to treat a number of diseases e.g.
(Calabrese and Dhawan 2013; Calabrese et al. 2014, 2015) however mechanisms
were not really considered until much later and the genetic consequences were not
defined until 1927 when Hermann Mueller published data showing genetic effects
of radiation resulting in chromosomal damage (Muller 1927). The first hint of
controversies to come is researched in exquisite detail by Calabrese (2015) who
details the history of this time. He reveals that Mueller’s work which is the
acknowledged basis of ideas that the effect (in this case number of mutations)
increased as the dose, ignored work going on in a colleague’s laboratory which
appears to show the first reports of low dose non-linearity seen as sparing/adaptive
response/hormesis. This debate is still in full swing.

The Genetic Revolution

Despite the doubts now apparent, in the day the genetic revolution was dominant
and increasing genetic damage induced by increasing radiation dose was the
dominant theory of radiation action. In 1932 Mueller moved to Berlin, to work with
Nikolai Timofeev-Ressovskii a Russian geneticist. Radiation genetics was driving
the field of genetics at the time because of the ease of quantifying exposure and the
perceived ability to control dose by using external sources of radiation. This limited
the problem experienced with chemicals where the chemical remained in the body
for varying times, was metabolised and targeted specific organs. None of these
problems occurred with X-rays. Additionally, by using model organisms such as
bacteria or fruit flies, quantitative data concerning lethal doses to populations could
be reliably produced (reviewed in Timofeev-Resovsky et al. 1971). The genetic
revolution which attributed virtually every characteristic of life to “genetics” to the
exclusion of environmental, social, neural or behavioural science, was also extre-
mely important at the time as it provided a “scientific” basis for some of the extreme
ideologies of the time which peaked as Eugenics in Nazi Germany and Lysenkoism
in Russia. Survival of scientists in this period often depended on doing research
which “bought in” to the prevailing ideologies. Maybe to a less extreme extent—
such political manipulation of scientific direction is one of the major limitations on
scientific progress even today.

Discovery of DNA and the Evolution of Target Theory

The discovery of DNA and the formalization of target theory were occurring around
the same time. Friedrich Miescher discovered nuclein in 1869 (discussed in Dahm
2007). This eventually was named nucleic acid, then deoxyribonucleic acid. In
1919 Phoebus Levene reported “there is no doubt of the polynucleotide structure of
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the yeast nucleic acid.” (Levene 1919). In 1944 Oswald Avery demonstrated that
hereditary units, or genes, are composed of DNA (Avery et al. 1944). In 1953
Watson and Crick propose a double helix structure (Watson and Crick 1953).

In 1935, Timofeev-Resovskij published the major work, Über die Natur der
Genmutation und der Genstruktur, with Karl Zimmer, and Max Delbrück (the
green book) (Timofeev-Resovskii et al. 1935). It was considered to be a major
advance in understanding the nature of gene mutation and gene structure. The work
was a keystone in the formation of molecular genetics and it also led to formalised
target theory in radiobiology which was published by Lea in 1946 providing a
mathematical framework for the theory (Lea 1946). The overlap between target
theory and DNA research led to acceptance that DNA was the primary target of
radiation damage, not only in the target theory model, but also models proposed by
Katz in 1967 (Katz et al. 1972) known as the “Amorphous Track Structure Model”.

Kellerer and Rossi (1974) proposed “The Theory of Dual Radiation Action” and
Chadwick and Leenhouts (1973) proposed “The molecular (L-Q) model” all of
which were modifications of target theory in that radiation hits to the cell caused
damage.

Coincidentally, the adoption of the clonogenic assay post 1956 (Puck and
Marcus 1956) as a major technique in radiobiology and the limits this placed on the
cell lines which could be used (i.e. high PE and ability to form colonies), led to a
self fulfilling prophesy.

Takuma Nomiya writing in J. Radiat. Res. in 2013 (Nomiya 2013) said “Target
theory is one of the essential concepts for understanding radiation biology.
Although many complex interpretations of target theory have been developed, its
fundamental principle is that ‘inactivation of the target(s) inside an organism by
radiation results in the organism’s death”. Nomiya admits that the number of targets
and their location within the organism is not always clear but that the target can be
considered as a “fundamental biological unit”. The fact that this thinking is still
dominant in 2013 is quite startling given the evolution of thought in biology
including omics and system approaches (Tapio 2013; Hatzi et al. 2015). It may
perhaps be partly explained by scientific demographics. When radiation was dis-
covered and ever since, a considerable knowledge of or collaboration with nuclear
physicists was required to use the technology. Instrumentation is complex and
precise measurement of dose and calibration of machines requires mathematics and
physics knowledge at a level which is often not part of life sciences education even
today. In addition, the main source of employment involving radiation use, outside
of academia, was the nuclear industry or government defence departments, which
heavily recruited engineers and physicists, with perhaps a token epidemiologist.
This pattern is changing now due to much greater interdisciplinary collaboration
and due to the accelerating pace of instrumentation and technological development
in the life sciences permitting interrogation of basic mechanisms in radiation
biology.
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Physics Meets Biology

As a result of increased collaborations, the disciplines of physics and biology are
now meeting and melding. It is important to appreciate the completely different
conceptual frameworks and research approaches which have always existed in these
disciplines. The mind of the physicist thinks in mathematical terms as a funda-
mental language, where problems are defined by equations, solutions postulated and
experiments done to validate or prove that the predicted solutions are correct. When
things do not fit as in the quantum revolution, it is assumed that there is another way
to solve the equation or that something fundamental has been missed. The rules of
mathematics allow for emergent properties of systems which were unpredictable to
exist and allow for inductive thinking which is almost heresy in biology (although
this is changing!).

Biology developed much more as a verbal, descriptive science where observa-
tion was critical and documentation of cause and effect relationships led to advances
where so-called “breakthroughs” resulted from the sudden coming together of
seemingly unrelated experimental results. To put it simply, in physics, the focus is
on cause while in biology the focus is on effect. The relevance of this to radiobi-
ology is that while physicists traditionally studied tracks and ray or particle inter-
actions with living material, biologists became interested in how the mutations
arose, what biochemistry underlies carcinogenesis what signaling pathways are
turned on in cells receiving a dose and similar questions. It is interesting to note
here that the discipline of radioecology is currently undergoing a major transition
from cause (dose) driven analysis concerning transfer pathways and concentration
ratios etc. to effect driven research exemplified by moves to an ecosystem approach
(Mothersill and Seymour 2010; Bréchignac and Paquet 2013; Bradshaw et al. 2014;
Aleksakhin et al. 2014)—perhaps something similar is happening in radiobiology
with the move to system biology approaches discussed later.

The Age of Reductionism

Reductionism is the belief that a system is no more than the sum of its parts. This
means that to completely understand a system, you must understand it at the most
basic level, such as at the atomic level, and from there, you can rebuild the system.
There are always intermediate levels that can be used, such as starting from DNA in
a cell rather than trying to span from sub-atomic particles but such intermediate
steps are temporary, until an understanding of a more basic level is obtainable. Berk
in his very interesting discussion paper entitled “Reductionism and the failure of
radiobiology” (Berk 2004) discusses the failure of radiobiology to make major
contributions to radiotherapy. He concludes that the problem is the assumption that
studying simple models (such as cell cultures or inbred laboratory animals) enables
one to gain information of use in human medicine. The big problem with such
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reductionist thinking is that it ignores the possibility of emergent properties of
systems which are not predictable from the basic understanding of parts. It also
precludes consideration of chaotic mechanisms or complexity theory. Thus it is a
severely limiting concept which up until recently has dominated biology. In physics
the quantum revolution did much to move the field away from reductionism (Berk
2004). Reductionist approaches also prevent thinking “outside the box” which
questions fundamental assumptions in a field or at least requires reexamination at
regular intervals as scientific thought and available techniques advance. Such “in-
ductive” thinking lead directly to the birth of the “new radiobiology” which came
originally from questioning of fundamental assumptions in genetics (Seymour et al.
1986; Kadhim et al 1992; Mothersill and Seymour 2012).

The Birth of the “New Radiobiology”

Classic radiobiology developed around target theory which had a number of pre-
dictions. Over the years, these predictions became beliefs and were rarely ques-
tioned. They became enshrined on the flimsiest of evidence as truths (Mothersill
and Seymour 2013). Examples are the concept of iso-effect per fraction which
really only applies in established cell lines with high plating efficiency and no
adaptive response (Elkind and Whitmore 1967; Hall and Giaccia 2012). Among the
assumptions in radiobiology which in our opinion have seriously held back both
radiotherapy and radiation protection are the following:

• Cells respond to radiation as individuals.
• “Elkind” repair will be complete between fractionated doses.
• The repaired cell will behave as though it were unirradiated.
• All lethal mutations will be expressed in the first mitosis post irradiation.

These ideas and many others were held as true and those finding data that did not
fit were either doing the experiments incorrectly or were ignored. In fact there was a
joke in radiobiology that if you wanted to find the first evidence of a new theory,
you should look in a journal widely held to be the “last resort” where odd results
which did not get through conventional establishment referees, often found a home.

Now modern biology has demonstrated the importance of cell signaling and in
radiobiology, signaling is seen as increasingly important in the now accepted
“non-targeted” phenomena of co-operative repair, abscopal and bystander effects
and coordinated tissue responses to radiation exposure (Salomaa et al. 2010; Hei
et al. 2011; Mothersill and Seymour 2012). The concepts of the microenvironment
and stem cell niche are thought be critical to understanding tumour control by
radiation (Blyth and Sykes 2011; Mannino and Chalmers 2011; Richardson 2011;
Pajonk and Vlashi 2013; Yi et al. 2013; Liu et al. 2015) which is a major step
forward from ideas that individual cell hypoxia or double strand break repair
capacity were paramount (Berk 2004; Hall and Giaccia 2012). Other advances may
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have come more from the “fresh look” afforded by the entry of significant numbers
of biologists into radiobiology although many of the leaders in classical radiobi-
ology were well aware that the prevailing paradigms might not be entirely correct—
to quote Mort Elkind “It is concluded that multiple mechanism may be involved in
cell killing and, in addition, that the processes connected with the shoulder region of
the survival curve amount to only the tip of an iceberg whose size and properties are
yet to be fully appreciated” (Elkind et al. 1987).

The odd effects being described around the time of the above quotation include
the evidence that repair of radiation damage may be incomplete or erroneous and
that apparently normal fully repaired cells could carry the potential to express
non-clonal, sporadic or unpredictable mutations at any time, many generations after
the radiation exposure occurred and include mis-repair (Alper and Cramp 1989),
lethal mutation (Alper et al. 1988), also known as delayed cell or reproductive death
(Chang and Little 1991) and genomic instability (Wright 2000). Another related
concept which was very controversial at this time was the idea that cells or
organisms could have a “memory” of radiation damage. There were data suggesting
that re-irradiation of a radiotherapy field resulted in adverse strong responses—the
so-called “field effect” (Nieder et al. 2000; Kusunoki and Hayashi 2008; Halliday
et al. 2012). On the other hand there were many datasets showing that prior
exposure to low doses of radiation stimulated protective responses so that larger
doses were less effective (Mitchel 2015). When these effects were systematically
studied, it became apparent that dose, dose rate and timing were all important in
determining outcome (Pateras et al. 2015).

Nowadays, most radiobiologists accept these phenomena as real and the term
“non-targeted effects” has been coined to describe them but many consider them to
be low dose effects governed by different mechanisms, the significance of which in
radiotherapy or radiation protection, is unknown. However they are considered by
most of the established agencies concerned with such matters, not to undermine the
central role of DNA as the target determining radiobiological response (BEIR VII
Report 2006; UNSCEAR Report 2010).

The Ecological Approach and the Rise of “System
Radiobiology”

As mentioned previously, the debate over holism or reductionism pervades many
fields in radiation science. It is particularly evident in radioecology which is grap-
pling with the difficulty of looking at radiation effects in complex communities where
multiple factors input to determining final outcome (Konradov 1994). Reductionists
would claim that if we understood the effect of radiation on every species and the
contributions of everything else in the ecosystem to the modulation of that effect, we
would understand everything but apart from the fact that it is impossible to do that,
the approach ignores complexity theory, emergence, iterative effects and the concept
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of critical tipping points or transition points known from chaos theory (Balzano and
Sheppard 2003; Sheppard et al. 2008). These concepts are also being studied in
system radiobiology although that field is dominated currently by attempts to develop
simple models to describe radiobiological phenomena. This approach is likely to fail
through ignoring the reality of complexity in biology although inductive reasoning
can sometimes be used to develop a general model from empirical observations from
particular experimental conditions (Dale and Jones 2007).

The Revival of Inductive Reasoning

Inductive reasoning is defined in Wikipedia as follows “Unlike deductive argu-
ments, inductive reasoning allows for the possibility that the conclusion is false,
even if all of the premises are true. Instead of being valid or invalid, inductive
arguments are either strong or weak, which describes how probable it is that the
conclusion is true. Another crucial difference is that deductive certainty is impos-
sible in non-axiomatic systems, such as reality, leaving inductive reasoning as the
primary route to (probabilistic) knowledge of such systems”. The key points for
radiobiological thought are that there is a recognition that the fundamental
assumptions which lead to the design of experiments may be false. Also all results
are viewed as probably supporting (or not) a particular theory. Thus inductive
reasoning has led to the growth of modelling and system approaches and the
acceptance of probabilistic theories. It has also been seen in the work of those who
questioned the fundamental assumptions which stagnated the field in the 70s and
the re-examination of which have led to the new understanding of non-targeted
radiation effects. This rise in inductive and holistic thinking is not confined to
radiobiology but is seen in other fields of science as well as in art (holism) and
literature where it is a popular device used by modern authors to create suspense.

Where to Next?

So given this big shift from reductionism to a more holistic approach in radiobi-
ology can we hope in the future for real contributions to therapy and risk analysis
coming from basic radiobiology? Can we prove that Steele was wrong? He said in
the introduction to his book Basic Clinical Radiobiology (1997).

There is no doubt that radiobiology has been very fruitful in the generation of new ideas
and in the identification of potentially exploitable mechanisms. A variety of new treatment
strategies have been produced, but unfortunately few of these have so far led to demon-
strable clinical gains … the ability of laboratory science to guide the radiotherapist in the
choice of specific protocols is limited by the inadequacy of the theoretical and experimental
models: It will always be necessary to rely on clinical trials for the final choice of a
protocol. (Steele 1997)
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We think that if the fundamental shift from certainty to probability is accepted,
new approaches may become possible. A few suggested concepts which could lead
to new strategies for proactive risk prevention or for development of new therapies
are discussed below.

Population Level Response

Moving away from the concept of individual survival would totally change the
approach to radiotherapy. Currently both chemotherapy and radiation treatments
plan to deliver the highest dose to the tumour which can be tolerated without harm
to normal tissue but the underlying philosophy is to kill every last tumour cell. If we
think in terms of physiology and accept that cells respond within the context of their
“society” then tumour infrastructure becomes a target and disruption of infras-
tructure may be achieved with far less toxic regimes. Similarly if cell communi-
cation and signaling is what has been compromised in a tumour, resetting that is an
option which does not require sterilization of the tumour cells.

In terms of protection, population level responses mean that the
linear-non-threshold (LNT) model of the dose response relationship for radiation
carcinogenesis cannot be correct and research is needed to determine the spectrum
of responses that are possible as well as the factors which determine the ultimate
outcome.

Iterative Responses

Non-targeted radiation effects/responses in tissues also allow for iterative responses
which change as the circumstances in the tissue/organ/organism change. Adaptive
responses discussed below are one type of iterative response but the general process
is more flexible and can include frequent subtle adjustments to cellular processes to
optimize outcomes. Since these iterative processes occur, presumably, in tumour as
well as normal cell populations, they could provide more novel intervention points
for tumour control if they were fully understood.

Adaptive Responses

These may be thought of as a subgroup of iterative responses but in radiobiology
they are extremely important because they mean that chronic exposures to low
doses could, in theory, protect against a high dose. This again means that the LNT
model does not really predict the radiation dose response. Evidence for reduced
effect of high doses following exposure to low doses exists for wild animal species
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living in contaminated environments (Ulsh et al. 2004; Audette-Stuart et al. 2011),
but an intriguing possibility is that nuclear medicine tests aimed at diagnosis or
simulations conducted during treatment planning, might induce a systemic adaptive
response which could alter response to radiotherapy. Other intriguing possibilities
are that if adaptive responses are induced by radiation exposure, then the clinical
assumption of iso-effect per fraction in radiotherapy should not be true. This subject
was explored by the US Radiation Research Society History Symposium in 2015
and the conclusion was that a rigorous examination of the evidence did not in fact
support iso-effect per fraction.

Relationship to Personalized Medicine?

Personalised medicine is a very popular idea now. It recognises that people differ in
their responses to medical treatment and that preventative medicine and probiotics
cannot be applied using a “one size fits all” approach. In radiobiology the issues are
identifying radiosensitive individuals and tailoring treatment or preventative
administration of radioprotectors to optimize benefit to individuals and not to the
general population. Clearly to do this, it is essential to understand the drivers of
radiation response and to have robust biomarkers capable of predicting response.

Multiple Stressor Issues

Finally a new area of concern in the field of environmental radiobiology and
radioecology is how to deal with multiple stressors. We all know that there are
many different chemical and physical agents in the environment including radiation
but we do not know how to regulate radiation exposure to take account of other
stressors which can or may modulate the radiation effect. This is one area where in
the future complexity modeling may be very important.

Conclusion

To conclude, this review attempts to look at the historical evolution of radiobio-
logical thought from the earliest days after radiation was discovered, through the
years where mutations, double strand breaks in DNA and target theory dominated
research, to the present day where non-targeted mechanisms have been identified.
The implications of these mechanisms are still the subject of controversy and they
are not included in risk estimates for radiation protection or in treatment planning
for radiotherapy.
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Strategies of Adaptation Under Prolonged
Irradiation vs Chronic Exposure

Victoria L. Korogodina, Elena B. Grigorkina and Ludmila P. Osipova

Introduction

After the Second World War, Nikolay W. Timofeeff-Ressovsky has been appointed
head of Biophysics laboratory in the South Urals to investigate the radiation effects
on ecosystems. N.V. Luchnik (Fig. 1) worked in this laboratory and published
some papers on the problem of low-dose radiation effects. Luchnik described the
non-linear effects induced by low dose radiation in plants: fast increasing of a
number of cells with chromosomal abnormalities and stimulation to cells’ division
(Luchnik 1958). He demonstrated firstly that stimulation of proliferation is not
caused by an appearance of the chromosomal abnormalities.

Use of radiation technology as well nuclear accidents have stimulated the
radiobiology researches: the bystander effect (Mothersill and Seymour 2000) and
genomic instability (Korogodin et al. 1977; Morgan 2011; Yalkovskaya et al. 2011)
continued in generations (Korogodin et al. 1977; Dubrova 2003), adaptive response
(Upton 2001), and epigenetic regulation of gene expression (Kovalchuk and Baulch
2008). The consequences of radiation accidents are constantly studied (Shevchenko
et al. 1992; Geras’kin et al. 2008; Grigorkina and Olenev 2009; Yablokov et al.
2009; Mousseau and Møller 2013). A process of adaptation was firstly described by
Fisher (1930) who showed a correlation between fitness probability of organisms
and their genetic changes.
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Strategy of adaptation aims population survival and depends on exposure type:
acute impact induces repair recovery (Korogodin and Malyutina 1959), prolonged
or time-varying irradiation needs expansion of variability, and constant exposure
produces radioresistance in population. There are different mechanisms induced by
radiation (Mothersill and Seymour 2006; Morgan 2011; Grigorkina 2010;
Korogodina et al. 2013). One of the specific radiation phenomena is radioadapta-
tion, which occurs in generations (Shevchenko et al. 1992).

The aim of this paper is the analysis of adaptation processes induced by
low-dose prolonged irradiation and chronic exposure. The consequences of both
types of irradiation will be considered for plants, animals, and human populations.

Objects and Methods

Characteristics of the Objects

Here the characteristics of objects, features of sites, and effective methods, which
were used to analyze general principles of adaptation in plant, animal, and human
are presented. The objects are considered in the conditions of time-varying irradi-
ation induced by the radiation sources or due to the eco-physiological features, and
conversely, at exposure to the constant in time radiation factor. The principle lab
experiments are described in the Table 1, and the natural tests are presented in the
Table 2.

Fig. 1 Sitting, from left to
right: N.V. Luchnik, N.A.
Poryadkova, N.W.
Timofeeff-Ressovsky.
Miassovo, circa 1950s

Table 1 Lab studies: objects, dose (D), dose-rate (DR), and methods of investigations

Object Pea seeds: lines “Capital” (Luchnik 1958) and Pisum arvense “Nemchinovsky-817”
(Korogodina et al. 1998)

Dose D = 7 cGy, DR = 0.3 * 19.1 cGy/h immersion in solution of uranium fission
products (b—radiator, * 98 %) (Luchnik 1958)
Irradiation in water with 60Co c-rays (Korogodina et al. 1998)

Method Cytogenetic studies, statistical modeling (Korogodina et al. 1998, 2013)
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Table 2 Natural studies: objects, sites, radiation: dose (D), dose-rates (DR), soil contamination
(C), methods

Plant Source/site (a) NPP/JINR facilities

Dose Balakovo NPP (20-km zone) (SCEP SR 2000):
c-radiation DR * 0.10–0.15 µSv/h; 137Cs, C * 5–10 Bq/kg
JINR facilities (1998) (Korogodina et al. 2013):
Neutron D & DR: 1 mSv & 0.8 lSv/h (for two months)

Source/site (b) “Chernobyl” site (* 100 km from NPP)

Dose c-radiation * 0.10-0.15 µSv/h (SCEP SR 2000)
137Cs, C * 30 Bq/kg (Kresson 1998)

Object Plantain seeds (Plantago major) collected in natural
populations

Method Cytogenetic studies, statistical modeling (Korogodina et al.
1998; 2013)

Animal Source/site (c) Head part of Eastern Urals Radioactive Trace zone (EURT)
90Sr is the main contaminant

Dose 1957: 90Sr, C = 18.5 MBq/m2 (Nikipelov et al. 1989)
Current levels of 90Sr C = 5.5–15.0 MBq/m2 (Pozolotina et al.
2008)

Object Pygmy wood mice (Sylvaemus uralensis), LD50/30:
7.0 ± 0.4 Gy
Field mice (Apodemus agrarius) LD50/30: 10.0 ± 0.2 Gy
Terrestrial animals, high migratory activity (Grigorkina and
Olenev 2009)

Source/site (d) Southern Urals, the coastal zone of the Techa River

Dose 90Sr, C = 43.8 kBq/m2; there are 137Cs and 239–240Pu (Aarkrog
et al 2000)

Object Northern mole-voles (Ellobius talpinus) LD50/30: 5.0 ± 0.7 Gy
Subterranean burrowing animals (typical digger), quite low
migratory activity (Grigorkina and Olenev 2009)

Method Adaptive response (Grigorkina 2010), statistical methods: the
Student and Mann-Whitney tests

Human Source/site (e) Pribaikal’e—nuclear tests in the Semipalatinsk polygon, 1950s

Dose 1950s: Total D (adult individuals) = 10–40 cSv; it is several
times greater for the children (Nepomnyashchikh et al. 1999)

Object Russian

Source/site (f) North Siberia-nuclear tests in the Novaya Zemlya archipelago,
1950s

Dose 2000: 137Cs, C = 118.2 Bq/kg (lichen), and 162.1 Bq/kg
(venison) (Osipova et al. 2000)

Object Nenets, food chain: moss—venison—man

Method Genetic and medical investigations (Osipova et al. 2000),
statistical modeling (Korogodina et al. 2013)
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Statistical Modeling

Radiation-induced process of adaptation can be described as a random appearance
of abnormal cells in resistant and sensitive subpopulations presented by Poisson
(P) and geometric (G) laws respectively (Florko and Korogodina 2007).

This adaptation process (P + G) originates late correlative events under envi-
ronment conditions (Florko and Korogodina 2007). Accumulation of the late rare
abnormalities without selection is described by the P-law. The G-law is detected
when the high late damages’ frequency is accompanied by selection. G-law finding
is a sure sign of genetic instability. The seedlings’ distribution on the number of
proliferated cells is divided into three ones presented by lognormal (LN) law with
different parameters (LN1 + LN2 + LN3), where LN1 and LN2 correspond to the
resistant and sensitive subpopulations, and a stimulation of proliferation adds the
third component LN3. Strong radiation stress transforms the LN-law into G-one.

Some methods of approximations and estimation of the distribution parameters
(sample means m(P, G, LN1, LN2, LN3) and values (NP, NG, LN1, LN2, LN3)
were described in (Korogodina et al. 2013).

Results

Plants

Laboratory experiments: The experiments of Luchnik (1958) and Korogodina et al.
(1998) have demonstrated the radiation effects induced by prolonged internal and
external impacts (Fig. 2). The seeds of Ural line (1) are more resistant than the JINR
one (2) (Fig. 2a, b), and it is a reason that the percentage of abnormal mitosis falls
at the appearance of multiple abnormalities in meristem (b, 2). Mitotic index has
approximately increased a two-fold for both lines (a). Figure 2 reflects main genetic
effects of adaptation.

The statistical modeling revealed that the appearances of DNA damages obey
G-law in the dose-rate interval of 0.3–1.5 cGy/h, and the P- one at the higher
intensity (2–20 cGy/h) (Korogodina et al. 2013). Analysis of the distribution pa-
rameters showed that the dose-rates 0.3–1.5 cGy/h is characterized by an appear-
ance of late correlative CAs accompanied by seedlings’ selection whereas higher
ones (*10–20 cGy/h) induce primary direct DNA damages which are rare and
independent.

Investigation of seeds collected in natural populations: The effects of
short-prolonged impacts of the NPP fallouts (sites P2, P4, P6) and JINR facilities
(P12) as well as chronic exposure in the “Chernobyl” site P11 are presented in the
Table 3, and the results of statistical modeling are shown in the Table 4.

In 1998, neutron radiation increased the MA value (Table 3) resulting in stim-
ulation of resting cells (Table 4) in plants growing in the JINR territory. In 1999,
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Fig. 2 Mitotic index (a), abnormal mitoses (b) and non-survived cells (c) versus dose-rate
radiation in cells of pea seedlings in experiments of Luchnik (1958) (1) and of Korogodina et al.
(1998) (2). Dose irradiation: 7 cGy; dose-rates: 0.3, 0.6, 1.2, and 2.4 cGy/h (1), and 0.3, 1.2, and
19.1 cGy/h (2)

Table 3 Non-survival of
seeds (1-S), frequency of cells
with abnormalities (CAs),
mitotic activity (MA) in
meristem

Site 1-S, % CAs, % MA

1998

P2 34.2 3.1 ± 0.8 6.0 ± 0.6

P4 19.9 2.5 ± 0.6 6.3 ± 0.7

P11 55.6 4.4 ± 0.9 7.3 ± 1.0

P12 12.3 1.2 ± 0.3 14.9 ± 0.9

1999

P2 72.6*** 3.2 ± 0.4** 17.8 ± 1.2***

P4 83.6*** 6.8 ± 0.9*** 17.5 ± 1.4***

P6 71.6 5.1 ± 0.4 17.9 ± 1.1

P11 43.6* 5.5 ± 0.5* 9.8 ± 0.5**

P12 37.5*** 5.6 ± 0.8*** 8.0 ± 0.6***

Comparing 1998 and 1999 data: *p > 0.1; **p > 0.5;
***p < 0.001
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the high summer temperatures (SCEP SR 2000) combined synergistically with the
NPP fallouts pronounced dramatically in the NPP region: the mG and mLN3
parameters increased (Table 4), and survival seeds fell to 20–30 % (Table 3),
which is the limit for population viability. So prolonged impact induces genome
instability coupled with selection and stimulates the resting cells to divide.

The chronic exposure of plants growing in the soil-polluted site P11 led to high
levels of CAs and 1-S both years (Table 3). Despite the hot summer the PP11 and
GP11 parameters are not changed within the standard error in 1999 (Table 4) that
indicates stabilization of the genetic processes. In 1998, the mPP11 is more than this
parameter for other sites, and it is equal to them in 1999. Stable-high sample mean
indicates accumulation of the late CAs without selection in the PP11-subpopulation.
It suggests origination of the resistant subpopulation of cells.

Animals

Adaptation of animals inhabiting the contaminated areas can be detected by testing
of their adaptive response (AR). Figure 3 presents the AR values in terrestrial
rodents S. uralensis (a) and subterranean burrowing animals El. talpinus (b) in their
impact and control groups.

Terrestrial rodents: EURT zone is characterized by specific configuration being
an extended (about 300 km) and narrow territory with a rapidly falling pollution
gradient. Due to small transversal size of radioactive cloud nuclear fallout was
concentrated along the axis of its movement. Mice are able to pass through sig-
nificant distances that are comparable with the cross-section size of contaminated
zone. Special study of mouse-like rodents’ migrations in the EURT zone showed

Table 4 Parameters of the distributions of plantain seeds on the cells with abnormalities (P + G)
and the proliferated cells (LN1 + LN2 + LN3) (v2/df < 1)

Seeds mG*** NG* mP* NP** m(LN1) m(LN2) m(LN3) NLN1 NLN2 NLN3

1998

P2 0.05 0.10 0.17 0.45 5.3 – 22.0 0.61 0.00 0.04

P4 0.07 0.06 0.17 0.64 2.5 12.0 – 0.48 0.32 0.00

P11 0.70 0.09 0.45 0.21 4.0 12.0 23.0 0.32 0.13 0.03

P12 0.06 0.12 0.21 0.69 12.0 22.0 33.0 0.29 0.19 0.40

1999

P2 1.05 0.13 0.36 0.11 8.0 22.5 33.0 0.12 0.14 7.7e-3

P4 2.01 0.02 1.26 0.12 12.0 22.5 33.0 0.11 0.03 0.02

P6 2.45 0.04 0.96 0.21 13.3 23.0 37.0 0.21 0.02 0.06

P11 0.32 0.10 0.84 0.33 9.0 18.0 3.0 0.33 0.15 0.08

P12 1.81 0.12 0.36 0.39 10.0 22.0 3.9 0.39 0.04 0.19

Standard errors of the G + P − parameters do not exceed: *20–30 %; **10–15 %; ***40–50 %
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that migrants portion in different years varied from 5 up to 30 % (Grigorkina and
Olenev 2013). Pollution gradient and migration activity contribute to radiation
effect on animals and can be explanation why the control and impact mice’ samples
demonstrate similar adaptive response (Fig. 3a).

Analysis of the micronuclei frequency in bone marrow cells showed insignificant
difference between both mice’ species in impact and control D1 + D2 groups. So
the radioresistance doesn’t play the mayor role in the adaptive response.

Subterranean burrowing rodents: Mole-voles (El. talpinus) are characterized
by a low ability for dispersal. Micronuclei frequency in the D1 + D2 impact group
was smaller than in the control one (Fig. 3b). The burrowing rodents dwelling in
the vicinities of the Techa River demonstrate the pronounced AR in comparison
with the terrestrial ones that testifies to their radioadaptation (Grigorkina 2010).
Both eco-physiological features and territorial insulation of their settlement in the
EURT zone for a half-century history since the Kyshtym accident promoted the
development of radioadaptation.

It was not find average changes of the CAs frequency in the impact and control
mole-voles (Gileva 2002), that is natural take into account their high radiosensi-
tivity (example is demonstrated in Fig. 2b). However, cells containing numerous
micronuclei of various shape (spheroid, tubule-like, and comma-shapes) were
detected, the frequency of these cells in the impact group was four times higher than
in the control (Grigorkina 2010). The latter circumstance can indicate a radiore-
sistance in these rodents.

Human

The consequences of nuclear tests (1950s) in the Semipalatinsk test site
(Nepomnyashchikh et al. 1999; Sukhorukov et al. 2000) and Novaya Zemlya
archipelago (Shcherbov et al. 2000; 2007) were studied in human populations
(Osipova et al. 1999; Medvedev et al. 2009a). Radiation effects of the Semipalatinsk

Fig. 3 Adaptive response in S. uralensis (a) and El. talpinus (b) from the EURT zone and control
areas. Animals groups: background (impact and control); D1 “adapting dose”, 20 cGy (mice); D2
“damaging dose”, 2.0 Gy (mice and mole-voles); D1 + D2 groups (mice and mole-voles)
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nuclear test fallouts were investigated in the South Baikal zone (Pribaikal’e).
Table 2e presents the summarized irradiation dose for the adults and children.
Population of the Tundra Nenets (North Siberia) was the model to investigate
consequences of the fallouts of nuclear tests in Novaya Zemlya (Osipova et al.
2002). The long-lived radionuclides in the components of the biogeocenosis were
detected that showed considerable radioactive pollution of the territories where the
native population of the Russian Utmost North lives today. In this connection their
food chain lichen-reindeer—man is very important (Shcherbov et al. 2001). The
137Cs contamination (2000) in lichen and venison are given in the Table 2f. The
investigations of blood lymphocytes of the individuals living in Pribaikal’e and
North Siberia were performed (Osipova et al. 2000; Medvedev et al. 2009b).

Figure 4 shows distributions of persons of different generations on the frequency
of blood cells with abnormalities (Korogodina et al. 2013). Random samples of
persons were divided into four groups corresponding to the individuals who had
been immediately irradiated by the fallouts, and their children, grandchildren, and
great-grandchildren. The sample of the known healthy individuals was used as the
control group living in the city of Novosibirsk.

To illustrate this Fig. 4, it should be noted that the types of the distributions of
the individuals with normal and bad activated blood lymphocytes are the P- and G-
ones, respectively (Korogodina et al. 2013). It is clear because the instability and
selection processes lead to the growing number of died sensitive blood cells,
depletion of the lymphocyte pool, and high percentage of fatal cases of sensitive
individuals.

Figure 4 showed that genetic instability characterizes blood cells of individuals
living in both territories of North Siberia and Pribaikal’e: their P-sample means
differ a little, and exceed significantly the control value. The instability process
continues across three generations of irradiated persons, but there is a difference
between adaptation processes in tested settlements. In North, the groups of persons
aged 20–55 years are G-distributed (c,b); the Poisson law dominates in the elder
group (a). In the Pribaikal’e population, contribution of the G-distribution is
observed in the groups of persons older than 40 years; it increases according their
age (e,f). These data have important meaning: there is the resistant group of persons
living in the Tyumen region with an increased frequency of aberrations in blood
cells, even in old age (a).

Discussion

Prolonged impact: This type of radiation exposure was studied in lab (Table 1:
plant) and nature (Table 2: plant, animal, human). Plant population growing near
the NPP and in the JINR territory experience periodically prolonged radiation
impacts (Table 2, a), as well as human population living in the Pribaikal’e was
short-prolonged irradiated in 1953 due to nuclear tests in Semipalatinsk polygon
(Table 2, e). We consider the radiation effect on mice inhabiting the EURT zone
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(Table 2, c) also as prolonged one because genome fit is continuous (Korogodina
et al. 2013), and the changing dose-rate doesn’t allow selection of resistant speci-
mens in migrating rodents. Consequences of migrations are considerably decreasing
probability that certain adaptive changes may be fixed and inherited in a series of
generations of mobile species’ rodents.

Our studies showed cytogenetic changes, chromosomal instability and stimula-
tion of proliferation of resting cells (Korogodina et al. 2013; Yalkovskaya et al.
2011). Investigations of other scientists demonstrated involving of the epigenetic
regulation of gene expression (Kovalchuk et al. 2004) and activation of multiple

Fig. 4 Statistical modeling of distributions of persons of different generations on the frequency of
cells with CAs occurrence (Korogodina et al. 2013). Sample of the persons living in the North
Siberia (a–d); Pribaikal’e (e–h); the city Novosibirsk (i). Parents (a, e); children (b, f);
grandchildren (c, g); great grandchildren (d, h). 1 Poisson component; 2 geometric one; 3 their
sum. Experimental data are shown with their standard errors
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mitogen-activated protein kinase (MAPK) pathways (Lyng et al. 2006) linked to
growth factor-mediated regulation of cellular events. All these explain general
features of low-dose prolonged irradiation to induce genome destabilization.

Genetic and epigenetic mechanisms contribute into multiple changes of mor-
phophysiological characteristics to enhance fertility and eventually lead to increase
“evolution material” (term of Timofeeff-Ressovsky 1939). The alteration of
developmental timing is observed as stress response that allows the plants to
complete their life cycle in a timely manner. Plants can be induced to flower by
responding to stress factors such as drought (Nir et al. 1972; Hopkinson 1977), high
salinity (Kolar and Senkova 2008), low temperature (Hatayama and Takeno 2003),
high-intensity light (King et al. 2008) and gamma radiation (Custers and De Jong
1986; Dhillon et al. 2014). Xu et al. (2014) have found a common epigenetic
mechanism regulating stress-induced flowering, related the microRNA miR169
family members.

In the case of terrestrial rodents inhabiting the EURT zone, Grigorkina and
Olenev (2013) offered that mice form a flowing population; radiation stress doesn’t
lead to extinction of animals but to their high breeding rate and reduced fetal
mortality (Grigorkina 2007). A key role in the survival of mice populations plays a
bond their immune system and fertility. It is known that strong immunity means
low fertility (Christiansen 2013), but stress is an immunosuppressant (Yarilin
1999). Radiation stress is the trigger of switching of ontogenetic development’
pathways in cyclomorphic mammals and contributes to increase of a share of
rodents breeding in the year of his birth (more radiosensitive). Another (more
resistant) part of irradiated population survives the winter and reproduces the fol-
lowing year. Population of rodents in radiocontaminated environment is compelled
to include more energy-intensive way of maintenance its ability to live (Grigorkina
and Olenev 2011). Thus polyalternativeness of small mammals’ ontogeny devel-
opment is one of the main mechanisms of population adaptive strategy. Like
strategy of a balance between survival and reproduction was observed in the wild
Scottish sheep (Graham et al. 2010).

Obviously, short-prolonged irradiation induces genetic instability which pro-
vides phenotypic variability. It is expanded by epigenetic gene regulation and
stimulation of resting cells that contribute into survival. Living organisms use
different mechanisms to increase their fertility.
Chronic exposure: Effects of chronic irradiation were investigated in plant growing
in the “Chernobyl site” (Table 2, b), and in subterranean mole-voles (genus
Ellobius) dwelling on the banks of the Techa River (Table 2, d). The indigenous
peoples of the North Siberia live in the tundra and small settlements. Nenets persons
are chronically exposed due to the permafrost kept radionuclides and their short
food chain moss—venison—man (Osipova et al. 2000; Shcherbov et al. 2001)
(Table 2, f).

The chronic exposure of plants growing in the “Chernobyl” site resulted in
stabilization of the high CAs and 1-S levels (Table 3). The statistical modeling
revealed accumulation of late CAs without selection in a plant subpopulation that
reflects its elevated radioresistance. The limited genetic instability in plants
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(Table 4) should provide variability of their cytomorphological and physiological
characteristics (Pozolotina 1996).

Adaptation processes and biological consequences of chronic low-dose exposure
in small mammals are modified by eco-physiological peculiarities as well as main
habits of species and configuration of radiocontaminated zone. Convincing evi-
dence of compelled genetic radioadaptation was obtained at the example of
mole-voles (El. talpinus) inhabiting radiocontaminated zone during a long period in
the course of changing (ca. 50) generations. In spite of that average cytogenetic,
morphologic and physiological characteristics do not differ in the impact and
control mole-voles, it was revealed a group of cells with multiple micronuclei in the
impact rodents (Grigorkina 2010), that can indicates their increased radioresistance.
It is verifies by presence of AR in the impact group in comparison with the control
one (Fig. 3).

Adaptation to chronic radiation exposure results in stabilization of genetic
variability level and reduced survival, and appearance of a resistant subpopulation.
Adaptive response is a mechanism of cell protection against ionizing radiation as
well as other stress factors. There is a growing consensus which suggests different
AR mechanisms acting at different levels of abiotic stress. It is true for both ionizing
radiation (Mothersill and Seymour 2006) and other abiotic stress factors (for
example, salinity stress and heavy metal toxicity in plants; Tereshchenko et al.
2012).

Statistical modeling of adaptation processes allows evaluating the resistant group
in the human populations living in the contaminated areas (Korogodina et al. 2013).
Figure 4 demonstrates statistical laws of the appearance of chromosomal abnor-
malities in blood lymphocytes in generations. There is a resistant group of North
individuals (Fig. 4 a-d, gr.1) which is characterized by increased frequency of
chromosomal abnormalities in blood lymphocytes and is described by P-law. There
is no like group in the Pribaikal’e town in the tested population, because a group of
individuals described by G-law increases with persons’ age (Fig. 4 e-h, gr.2) and
after 60 years dominates.

Table 5 presents adaptation specifics to the prolonged and chronic impacts. Both
effects are manifested in the adaptation processes, and have the same compounds.
Duration of stable radiation exposure determines the final result: diversity or
resistance of population.

Table 5 Specifics of adaptation processes induced by prolonged and chronic exposures

Prolonged irradiation: diversity Chronic exposure: resistance to stresses

Increasing of variability:
Activation of genomic instability
Stimulation of resting cells
Stimulation of flowering
Increasing fertility

Radioresistance:
Involving of different ways of selection
Adaptive response
Selection of resistant objects in generations
Resistance to synergic effects
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Conclusions

• Low-dose irradiation induces processes of adaptation. Survival strategy depends
on exposure type. Type of exposure is determined by radiation sources,
configuration of radiocontaminated zone and its climate conditions,
eco-physiological peculiarities of species and other factors.

• Prolonged low-dose impact induces adaptation processes which aim to increase
population diversity. Radiation stress induces genome-wide destabilization
accompanied by selection. In addition, epigenetic gene expression and stimu-
lation to divide the resting cells expand material for adaptation. Genetic vari-
ability originates diversity of morphologic and other characteristics. Stress
changes parameters of reproduction that increases material for evolution.
Synergic combination stresses effect of variability and selection.

• Chronic exposure induces adaptation processes which lead to radioadaptation of
population. Radioadaptation of population means an appearance of resistant
subpopulations of cells and organisms, stabilization of adaptation process, and
high percentage of genetic abnormalities and decreased survival.
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Mathematical Modeling of the DNA
Double-Strand Break Repair
in Mammalian and Human Cells

Oleg V. Belov, Marina S. Panina, Munkhbaatar Batmunkh
and Nasser Sweilam

Introduction

Radiation-induced DNA double-strand breaks (DSBs) are one of the most delete-
rious types of DNA lesions, since it can lead to induction of structural gene
mutations, chromosome aberrations, and possible initiation of the malignant cell
transformation, which can be a causal event of carcinogenesis. Until the present,
most of the experimental data on regularities of DSB repair have been obtained for
sparsely ionizing radiations (c- and X-rays) with the low linear energy transfer
(LET). However, the amount of knowledge on high-LET radiations also increases.
Acquisition of these new data requires development of approaches which enable
summarizing of newly revealed regularities. In this regard, mathematical models
represent a promising tool to understand DNA repair stages hardly accessible for
measurements.

Most of the existing papers on simulation of DSB rejoining in eukaryotes focus
on the lesions induced mainly by sparsely ionizing radiations of low-LET
(Cucinotta et al. 2008; Bastin et al. 1992; Goodhead 1985; Kiefer 1988; Cucinotta
et al. 2000; Taleei et al. 2012; Taleei and Nikjoo 2013; Taleei 2013). A few papers
deal with high-LET radiations (Friedland et al. 2010; 2011a, b). The latter ones,
however, consider only NHEJ process as the dominant mechanism in G1 phase. In
contrast to these findings, our study is aimed at developing a model that would be
able to describe several DSB repair pathways after exposure to both low- and
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high-LET radiations taking into consideration important regulatory factors includ-
ing the damage complexity and cell cycle. The model offered in the current work
takes into account most of the recently identified enzymes involved in the
non-homologous end-joining (NHEJ), homologous recombination (HR), single-
strand annealing (SSA), and two alternative end-joining pathways and meets the
requirements mentioned above. Our calculations are validated by comparing
the kinetics of different repair stages to experimentally observed time-courses of the
corresponding radiation-induced fluorescent foci. The results on final DSB rejoin-
ing have been verified against the data on c-H2AX foci detection after irradiation.

Mathematical Model

The suggested mathematical model consists of five parts where the first one rep-
resents a possible approach to estimate the initial yield of radiation-induced DSBs
and other parts are referred to numerical models of NHEJ, HR, SSA, and alternative
end-joining repair systems respectively. The basic scheme depicting the simulated
repair stages is presented in Fig. 1. In our work we have used the mass-action
kinetics approach to simulate the processing of DNA lesions by specific repair
enzymes. The kinetic parameters of the model are estimated by the fitting of the
calculated curves to the experimental data. The kinetics of DSB induction and
remaining are calculated by the following formula:

dN0=dt ¼ aðLÞNirdD=dt � VNHEJ � VHR � VSSA � Vmicro-SSA � VAlt-NHEJ; ð1Þ

where N0 = NncDSB + NcDSB; VNHEJ, VHR, VSSA, Vmicro-SSA, and VAlt-NHEJ are the
terms characterizing elimination of DSBs by the NHEJ, HR, SSA, micro-SSA and
Alt-NHEJ repair pathways, respectively. In Eq. (1), we have also introduced the
fraction of irreparable DSBs (Nir) which results in c-H2AX foci remained in the cell
24 h and later after irradiation. In our calculations we assume that both Ku- and
MRN-initiated pathways compete for DNA lesions and the choice of the pathway is
regulated by three major factors: the of DSB, cell cycle phase, and the speed of
different repair mechanisms (Shibata et al. 2011).

To simulate stages of the major DSB repair pathways we used a biochemical
approach based on nonlinear kinetics. A dynamic change of intracellular concen-
trations of main intermediate complexes are generally expressed by the following
differential equations:

dX
dt

¼ Vþ ðXi;N0Þ � V�ðXi;N0Þ; ð2Þ

where Xi is the intracellular level of the ith enzymatic complex, t is time, N0 is the
total yield of DSBs, the functions V+ and V− describe the complex accumulation
and degradation, respectively. In total, the model represents a system of 29 ordinary
differential equations with the corresponding initial conditions.
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Results

Using our model, we have reconstructed time-courses of fluorescent foci specific to
different DSB repair stages. Figure 2 represents the results of computation for the
NHEJ stage where the DNA-dependent protein kinase, catalytic subunit
(DNA-PKcs), is recruited to the site of repair. The calculated results are expressed
as the percentage of pT2609 foci scaled per the number of foci half an hour after
exposure, as it was done in the experiment by Asaithamby et al. (2008).

Fig. 1 The basic scheme of the major pathways for DSB repair in mammalian and human cells

Fig. 2 Kinetics of
DNA-PKcs foci DNAafter
exposure to c-rays (137Cs) and
1 GeV/u 56Fe ions at the dose
of 1 Gy. The calculated
curves are compared to the
experimental data on foci
induction in human skin
fibroblasts (HSF42) after
corresponding exposures
(symbols) (Asaithamby et al.
2008). The error bars
represent SEM
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Figure 3 shows the kinetics of Rad51 protein recruitment, one of the most
important stages of HR. Here the calculated and measured data are scaled per the
maximal values measured 2 and 1.5 h after exposure with 56Fe and c-rays,
respectively.

The final yields of c-H2AX foci calculated by combining the NHEJ, HR, SSA,
and Alt-NHEJ models are presented in Fig. 4. Using our model, we have also
calculated the time-course of c-H2AX foci in cells defective in NHEJ, HR, and
SSA functions (data not shown). All these results have been obtained for the
radiation with different LET values starting from about 0.02 keV/lm for c-rays up
to 236 keV/lm for 0.3 GeV/u 56Fe ions. The model is also able to describe the
repair kinetics for LET values up to 440 keV/mm for which the experimental data
on DSB induction are available. However, to prove exactly the model validity for
the broader LET range, additional experimental measurements on c-H2AX foci
remaining are required. In relation to a radiation dose, our model possesses a
different degree of validity for different repair stages. The kinetics of Ku recruitment
is well reconstructed over the range of at least 1–137 Gy; time-courses of
DNA-PKcs, RPA, Rad51, and c-H2AX foci induction are valid for, at least, 1 Gy,
1–4 Gy, 1–10 Gy, and 1–2 Gy, respectively. The conclusion on the validity is
based on the comparison of the calculated results with the experimentally assessed
kinetics of the corresponding repair stages.

Fig. 3 Kinetics of Rad51 recruitment after exposure to 1 GeV/u 56Fe ions (1 Gy) and c-rays
(10 Gy). The curves are the calculated results; filled circle are the scaled experimental data on
relative number of cells with Rad51 foci in HF19 human fibroblasts after irradiation with 1 Gy of
56Fe ions (Anderson et al. 2010); filled square are the scaled experimental data on the average
number of Rad51 foci per cell in Chinese hamster lung fibroblast (V79-4) after exposure to 10 Gy
of c radiation (Harper et al. 2010)
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Conclusions

The offered model is attempted to show a possible mechanistic description of major
repair pathways capable to eliminate DNA DSBs in mammalian and human cells
exposed to ionizing radiations of wide charge and LET ranges. Simulation of these
pathways has been carried out in compliance with the concepts of a modern biology
system and computation methods for studying complex biological networks. Our
model provides topological views of the NHEJ, HR, SSA, and two Alt-NHEJ
pathways, which contribute to clarifying their biological relations. It shows possible
connections between the biochemical processes of the repair systems, some of
which are still hardly accessible for experimental measurements.

By means of our model we have tested the hypothesis that at least two alternative
end-joining pathways operate in response to induction of DSBs when classical
NHEJ becomes unavailable. Results of calculations for NHEJ-deficient cells have
shown that even in case of high-LET irradiation a limited fraction of complex DSBs
may be processed by using these alternative pathways. It leads to the slower repair
kinetics but the remaining DSB level appears to be higher than it might be expected
if no other alternative mechanisms exist.

The simulation carried out for HR-deficient cells has confirmed one more
hypothesis that the functionality of Ku- and DNA-PK-dependent NHEJ is partic-
ularly perturbed by high-LET induced clustered DSBs making this pathway less
relevant to resolving these lesions (Moore et al. 2014). In our study, the evidence
for this is the slower repair kinetics for 12C-irradiated HR-deficient cells compared
with those exposed to X-rays.

In general, the developed model (Belov et al. 2015) summarizes a lot of recent
findings on regularities of DSB repair after exposure to radiation with different
LET. It stimulates proposing new experiments to assess repair stages which are
insufficiently studied to the date. It mainly refers to the branching of HR at its late
stages, and to Ku-independent alternative end-joining pathways.

Fig. 4 Kinetics of c-H2AX
remaining after exposure to
1 Gy of iron, silicon, oxygen
particles and c-rays. The
curves are the calculated
results; symbols are the
experimental data referred to
irradiation of human skin
fibroblasts (HSF42)
(Asaithamby et al. 2008). The
error bars represent SEM
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Mathematical Analysis of Regulatory
Networks and Damage Repair Efficiency
in Bacterial Cells

Aleksandr Bugay, Maria Vasilyeva, Aleksandr Parkhomenko
and Evgeny Krasavin

Introduction

The genetic stability of living organisms is largely achieved by existence of a
complex hierarchy of repair systems, which maintain normal cell activity and are
used to stabilize DNA damaged by physical and chemical nature factors. Defects in
the DNA repair systems are the main cause of the increased mutation level or cell
death. Therefore, it is important to study the influence of defects in different repair
process stages on the cell’s ability to withstand damaging factors.

In bacteria, such as Escherichia coli, cell survival and genomic stability after UV
radiation depends on the repair mechanisms induced as part of the SOS response to
DNA damage. The SOS response has become a paradigm for the field of DNA
repair at least for the last 60 years since the pioneering work by Weigle, who found
that preliminary irradiation of Escherichia coli cells by low UV doses before
infection, significantly increases the survival of UV-irradiated k phage, and
increases the mutations frequency in phages (Weigle 1953). Several years later
Witkin suggested that it was the evidence of a damage-induced DNA repair system
in bacterial cells (Witkin 1976). Finally, Radman formulated the idea of
“mutation-prone” replication mechanism involving the lexA and recA genes, which
was named “SOS repair” (Radman 1975). The knowledge of molecular mecha-
nisms of excision repair and postreplication repair had been established near that
time (Rupp and Howard-Flanders 1968), but the processes of SOS repair and SOS
mutagenesis remained unknown for a long period of time.

In the beginning of the 1970s a group of over 40 genes (SOS regulon) expressed
during SOS response and regulated by RecA and LexA proteins was identified. But
only in 1998–1999 it was discovered (Tang et al. 1999) that SOS repair
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(“translesion synthesis”, TLS) was ensured by DNA polymerase V (UmuDʹ2C), that
was encoded by umuD and umuC genes. In a few years, Pol V was shown to
function as a single complex with activated RecA* protein (Jiang et al. 2009) .

After the discovery of SOS repair key mechanisms, the induced mutagenesis
became the subject of intensive mathematical research that systematizes the known
structure of repair mechanisms and mutagenesis events based on experimental facts.
First studies were related with simulation of gene expression and protein kinetics
during SOS response (Aksenov 1999; Krishna et al. 2007; Ni et al. 2007), until it
became possible to calculate the number of mismatches in DNA as result of TLS
(Belov et al. 2009). Most of studies were focused on mathematical description of
mutation process in E. coli wild-type cells.

The current research is focused on the problem of capability of different repair
systems to handle cellular damage in case of malfunction of one or several repair
pathways. This crucial step in bacterial SOS response is connected with initial
lesion removal performed by nucleotide excision repair (NER). Under normal
operation of NER system in microorganisms, up to 80 %, and in the cells of higher
organisms up to 70 %, of the primary lesions are removed before DNA replication
(Lin et al. 1997). Therefore, the main attention of this study will be focused on
modeling of the NER system and its impact on mutagenesis.

Model Formulation

DNA Repair Pathways

As an external damaging factor we consider ultraviolet (UV) radiation because its
effect on bacterial cells has been well studied experimentally. As it is known,
typical DNA chain lesions under UV irradiation are thymine-thymine cys-syn
cyclobutane photodimers and pyrimidine-pyrimidone (6–4) photoproducts (Cadet
et al. 1992). Escherichia coli bacterial cells have several ways to remove this type
of UV lesions (Fig. 1).

Fig. 1 A scheme of the key pathways of UV damage repair in bacterial cells
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First of all, the lesions are effectively removed by the photoreactivation repair
system, i.e. the process of dimer monomerization under visible light by the special
photolyase enzyme (Rupert 1975). Since most of the experiments are carried out in
the conditions excluding the influence of photoreactivation on the process under
study, we will assume the absence of photoreactivation. Another way of lesion
removal is the nucleotide excision repair (NER) system (Van Houten 1990). In
E. coli cells special enzymes encoded by uvr-genes seek and cut a single-stranded
DNA (ssDNA) fragment that is 12 nucleotides long and contains a dimer. The
appeared gap is then sealed by DNA polymerase I and DNA ligase.

If so many lesions emerge in the DNA chain that cannot be removed by excision
repair, the single-strand DNA gaps are formed in the daughter strands at the places
of lesions in the mother strand during DNA replication (Rupp and Howard-Flanders
1968). Some of them can be restored in the course of postreplicative repair pro-
cesses. In bacterial cells, one of the gap repair mechanisms is recombination
exchange between sister duplexes (recombination repair) (Kuzminov 1999), the key
regulator of which is the RecA protein. When it binds with DNA, a protease
conformation is produced; also, this protein splits the repressor LexA protein,
which triggers inducible SOS repair. In a complicated interaction system, products
of the umuC and umuD genes form a polymerase Pol V complex, which can
synthesize DNA on the damaged matrix at the cost of the appearance of errors (TLS
—translesion synthesis) (Wang 2001), thereby realizing the mutagenic pathway of
post-replicative repair. It should be noted that the SOS induction of the uvrA, uvrB,
and uvrD genes also stimulates the functioning of the excision repair system.

DNA Replication and ssDNA Production

The replication of the E. coli circular chromosome is bidirectional. Two replication
forks start to move at similar rates in opposite directions from the origin site around
the chromosome until they meet at the replication terminus.

When a replication fork encounters a barrier (damaged DNA), it stalls or col-
lapses until the repair systems restore the fork’s movement. There are three typical
pathways when a replication can be blocked. At first, if a replication fork meets a
photodimer, the replication complex can resume its movement leaving an ssDNA
gap on a daughter strand (Rupp and Howard-Flanders 1968). Second, a similar
situation can take place when a protein complex is bound to the photodimer. It is
assumed that protein blocks should be resolved by means of recombinational repair
machinery. Third, when ssDNA interruption (a nick) is encountered on a template
strand, it forces the replication fork to collapse (Kuzminov 1999). In this case,
recovery occurs by recombinational repair involving the RecBC and RecA proteins.
All three cases lead to the formation of ssDNA (the “secondary” lesions).

The kinetic equations for DNA replication at the presence of defects were
derived in (Gauthier et al. 2010). Here we introduce an extended version of this
model:

Mathematical Analysis of Regulatory Networks and Damage Repair … 177



df
dt

¼ 2v0q; ð1Þ

dq
dt

¼ Ið1� f Þ �
v0q

P
i
ni

Lð1� f Þ þ
X
i

qi
si
� v0qð2qþ

P
i qiÞ

ð1� f Þ ; ð2Þ

dqi
dt

¼ v0qni
Lð1� f Þ �

qi
si

þ v0qqi
ð1� f Þ ; ð3Þ

where f(t) is the fraction of replicated DNA, v0 is the replication fork velocity in
non-irradiated DNA, L is the E. coli genome length, q(t) is the local density of
moving replication forks, qi(t) is the density of stalled replication forks, and I(t) is
the rate of replication fork production (nucleation rate). We should note that the
nucleation rate is rather low and can be kept constant I = I0 for prokaryotes, but not
for eukaryotes. In the latter case, the time-dependent nucleation occurs
non-uniformly along the chromosome, i.e. there is a large amount of progressing
replication forks at the same time.

The ssDNA production rate can be calculated as the amount of bases s missed
until the stalled replication fork resumes movement. Thus, the total rate of the
ssDNA gap production should be proportional to the numbers Lqi of stalled
replication forks:

dsþ

dt
¼

X
i

viLqi; ð4Þ

where vi ¼ Lg
�
si is the effective rate of the ssDNA production on the lesion of the

‘i’ type, and Lg is the average length of the gap.

NER System

NER is a multistep, ATP-dependent process. The NER mechanism consists of
initial damage recognition and verification, excision of the ssDNA fragment con-
taining the damaged base, and resynthesis of the appeared gap (see Fig. 2). In
E. coli, more than six gene products—UvrA, UvrB, UvrC, UvrD helicase, DNA
polymerase and DNA lygase—are involved in these stages.

In solution, UvrA forms a dimer that binds to the damaged DNA template. UvrB
interacts with the UvrA2 dimer, producing the UvrA2B complex. This complex
alters ATPase activity and directly recognizes the damaged DNA. Upon binding to
DNA, the UvrA2B-DNA complex undergoes conformational changes. The lesion
remains in a close contact with UvrA and then it is transferred to UvrB. UvrA2 then
dissociates from the complex. A stable UvrB-DNA complex is generated. UvrC can
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bind to this complex and form a pre-incicion complex, catalyzing the 3ʹ and 5ʹ
incisions which take approximately 12 nucleotides apart. After the incision events,
the UvrD helicase binds to the complex and starts unwinding the resulting 12
nucleotides fragment until its excision and UvrC removal. Finally, the DNA
polymerase Pol I fills the appeared ssDNA gap releasing UvrB. Repair synthesis
ends with bridging the ends of a gap by the DNA ligase.

A quantitative description of the described events can be provided using the
reaction scheme given in Fig. 2. According to it, we can write equations for protein
concentrations following conventional chemical kinetics. Time dependence of each
substance is governed by a system of nonlinear differential equations for the
respective concentrations xi(t):

dxi
dt

¼ V ðþ Þ
ij ðxj; qjÞ � V ð�Þ

ij ðxj; qjÞ; ð5Þ

where, Xi i ¼ 1. . .Nð Þ are the intracellular concentrations of the regulatory proteins
of N species, t is time. Viþ and Vi� are the rates of the ith protein synthesis and
decay, respectively. Nonlinear functions V(±) are determined by reaction schemes
following standard rules of chemical kinetics.

The opportunity to distinguish all complexes and stages of NER process allows
us to compare different NER-deficient mutant bacterial cells. They can be divided
into two major classes. The first one is unable to repair the primary DNA lesion,
and the second is unable to restore the produced gaps. In this paper, we will
consider uvrA−and polA− mutant cells as respective examples of these two defect
cases. For this purpose, the quantity s of the produced enzimatic gaps should be
subdivided into two parts: s ¼ s1 þ s2. The first part s1 contains the photodimer
opposite the gap, and the second part s2 does not contain it (see Eq. 4).

Fig. 2 A scheme of the NER mechanism in bacterial cells
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SOS System and Mutagenesis

A typical scheme of SOS-system regulation is presented in Fig. 3. The LexA
protein is a repressor of about 40 SOS genes including its own one. Repression can
be removed by its proteolitic cleavage by the RecA* protein filament. The latter is
formed after RecA binding to ssDNA (one RecA monomer per 3–4 nt of DNA).
The RecA* protease also takes part in homologous recombination.

Inactivation of LexA repressor leads to derepression of inducible SOS system
genes including uvrA, uvrB, recX, dinI, umuC, umuD, and SOS-response starting.
The RecA* protease is able to cleave the UmuD protein transferring it into the
active state UmuDʹ. The UmuD and UmuDʹ proteins form the UmuD2 and UmuDʹ2
homodimers and the UmuDDʹ heterodimer in solution. Moreover, the homodimers
demonstrate a subunit exchange.

All three types of dimers interact with the UmuC protein. The result of the
corresponding binding reactions is three protein complexes: UmuD2C, UmuDDʹC,
and UmuDʹ2C. The UmuD2C complex is involved in the cell cycle regulation. The
UmuDDʹC complex plays an inhibiting role in SOS mutagenesis by suppressing
UmuD’2 activity. The UmuDʹ2C complex plays the central role in TLS. However,
the UmuDʹ2C-RecA*-ATP complex, but not only UmuDʹ2C itself, represents the
active Pol V core (Jiang et al. 2009). Evidently, this ensures the TLS location on the
damaged DNA template, capped by the RecA* filament. An extended PolV-mut
complex can also include the SSB protein and subunits of DNA polymerase III.

RecX and DinI proteins play an important role in SOS system regulation. The
DinI protein binds to the RecA* filament providing a cap that prevents cleavage of
the UmuD protein and, consequently, suppresses UmuDʹ2C complex formation.
This forms the negative feedback limiting SOS mutagenesis. The function of RecX

Fig. 3 The scheme of SOS regulation and translesion synthesis in bacterial cells
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protein is to prevent RecA* filament growth, thus forming the negative feedback
limiting the maximal level of the induced signal.

The mathematical description for kinetics of SOS proteins and protein com-
plexes is also based on standard kinetics rules according to Eq. 5. A detailed
derivation is given in (Belov et al. 2009; Bugay et al. 2015).

Let us consider the process of mutation formation. To be activated, the
UmuDʹ2C complex must first bind a RecA* containing the ssDNA gap, and then
start the repair synthesis at the highest rate vT . A detailed analysis of the mutation
probability during SOS repair was performed in (Belov et al. 2009). It is known that
PolV Mut can realize TLS both on damaged (containing a photodimer) and
undamaged DNA templates. Using this fact, the overall number nmut of errors in
newly synthesized DNA during translesion synthesis depending on time t and UV
energy fluence W, can be calculated as follows:

nmut ¼ l1

Z t

0

ndðt0;wÞdt0 þ l2

Z t

0

nnðt0;wÞdt0; ð6Þ

where the numbers nd and nn of the translesion synthesis events on the damaged
and undamaged DNA matrices are derived from equation set 5. The respective
probabilities are l1 and l2.

Results and Discussion

The formulated model makes it possible to calculate the replication kinetics, the
amount of DNA lesions, protein concentration and the level of induced mutagen-
esis. The main result is the number of incorrect base substitutions reflecting the
mutation frequency within the framework of the model presented in Fig. 4. As
expected, the level of induced mutations is low in wild-type cells, slightly higher in
polA- cells, and very high in uvrA- cells. All the calculated results excellently
coincide with the experimental observations.

To study NER performance in the wild type cells, we have calculated the
characteristic time of UV damage (UVD) elimination using the NER depending on
UV fluence (Fig. 5a). Under the conditions of moderate UV fluences, UVD are
eliminated during about 40–120 min after irradiation, as it is observed in vivo (Lin
et al. 1997). Upon high fluences, the efficiency of the NER reduces. To make clear
the strategy used by bacteria for DNA damage removing when NER doesn’t work
correctly, we have compared the wild type bacterial cells and the cells defective in
NER genes (uvrA− and polA−). It follows that the defect in the primary damage
repair system (NER) leads to elevated induction of secondary repair systems (re-
combination and TLS) as one may expect. Keeping in mind SOS induction of key
NER proteins (UvrA and UvrB) one may ask what would happen in the inverse
situation, when NER functions normally, but recombination or TLS is defective.
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Malfunction in one of secondary repair systems which does not lead to sufficient
increase in the overall photodimer removal rate. Therefore we can conclude that
SOS dependence of NER mainly provides the repair protein level elevation under
high levels of UV damage.

We have considered two primary classes of NER mutants having defects in
primary damage recognition uvrA− or in excision gap sealing polA−. One can ask
whether specific defects recruit secondary repair systems in a comparable way or
not. To answer this question, we have compared the efficiency of functioning of the
secondary repair systems by calculating the ratio between the number of ssDNA
recovered during the TLS and that recovered by the homologous recombination at
the given time and UV fluence (Fig. 5b). This comparison in a quantitative form
has been made for the first time. Recombination is dominant for low UV fluences,

Fig. 4 Frequency of induced
mutations depending on the
fluence of UV energy for
different strains having
defects in the excision repair
system. The experimental data
from (Kato et al. 1974) and
(Bates et al. 1989) are used

Fig. 5 Efficiency of functioning of the bacterial repair systems: a dependence of the characteristic
time of UVD elimination by the NER on the UV fluence in wild type cells and b number of the
ssDNA restored by the TLS with respect to the ssDNA recovered by the homologous
recombination for wild type cells (solid line), uvrA- mutants (dashed line), and polA- mutants
(dotted line)
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but in NER mutants TLS becomes twice as efficient following the ten times lower
amount of the initial damage. We also note that the equal efficiency ratio is achieved
approximately during 60 min after irradiation for any of the cell genotypes con-
sidered. This fact indicates the accurate timing of the cell repair systems. Less
evident result is that TLS repair cannot be more efficient than by four times with
respect to recombination independently of NER mutant type. Thus, the cell is
restricted in its capacity to repair damages in the error-prone manner.

Another issue that requires special attention is the behaviour of the ssDNA level.
Our model has demonstrated the appearance of local minima of the ssDNA levels
(Fig. 6).

This phenomenon might indicate a time moment, when the error-free repair
switches to the error-prone one. Maxima in the inducing signal appear when the
efficiency of the TLS is about twice as high as that of the recombination. To
additionally test this effect, we have performed calculations in the case of impair-
ments in the TLS functioning. Modulation of the ssDNA level disappears in this
case. This assumption correlates with single-cell fluorescence experiments
(Friedman et al. 2005), where the temporal modulation of the promoter activity of
SOS genes was observed. This modulation was shown to be under control of the
UmuDC operon, like in our model. However the effect was stochastic and disap-
peared upon averaging the cell population. But in our case we deal with the
averaged cell behavior, where modulation of ssDNA level might reflect switching
between the error-free and error-prone DNA repair. We note that the LexA key
protein is not subjected to significant modulation. Thus, an experimental test should
be made to find out the origin of the phenomena found. Measurements of the DNA

Fig. 6 Dynamics of the ssDNA concentration in the case of wild type cells (a), uvrA− mutants
(b), and polA− mutants (c)

Mathematical Analysis of Regulatory Networks and Damage Repair … 183



degradation level under UV were carried out long time ago (Tang and Ross 1985)
and those data do not provide sufficient details about phenomena of interest. As an
alternative, the kinetics of the RecA protein should be measured in its protease form
RecA*, whose concentration curve is similar to that of ssDNA.

Conclusion

Current development of molecular biology made it possible to construct a mathe-
matical model of UV induced mutagenesis, which reproduces a chain of the key
molecular events from a primary photodamage to the appearance of point muta-
tions. It has become possible to study the influence of defects in particular genes on
the damage repair, and perform calculations of the mutation yield for specific
bacterial genotypes.

Attention was mainly paid to the mathematical description of the NER system,
including the detailed kinetics of the repair complexes. This level of complexity
allows one to consider the repair-deficient E. coli cells, where one or several repair
pathways are broken. Here, we have demonstrated this opportunity with two
examples of uvrA- and polA- mutant cells. These cells have elevated levels of DNA
degradation and the increased induced mutation frequency after UV irradiation.
Also, the comparison of the relative efficiency of the recombination and TLS has
been performed for the first time. The TLS has been found incapable of being
efficient more than four times than the homologous recombination.

The model correctly reproduces the available experimental observations of
protein concentration kinetics and induced mutation frequencies. The model
approach was able to describe a subtle effect: the temporal modulation of SOS
response. Our results have indicated that umuDC genes form a negative feedback
that limits the induced signal (ssDNA) level. However, a detailed study of the above
effects requires a more precise description of the single cell level dynamics by
means of stochastic modeling.

Thus, the developed approach can provide a strong basis for the general
understanding of the interplay between replication and repair as a response to
external damaging factors.
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Radiation Risks and Confusions

Helmut Abel and Gudrun Erzgräber

Origin of the ‘Linear No-Threshold Hypothesis’

The question, whether natural ionizing radiation can have biological consequences
has interested scientists already in the first decades of the last century. There were
numerous hints that high expositions are connected with biological consequences.
To assume from this that there are effects also as the result of the natural ionizing
radiation required first of all and at least a large amount of data materials.

After the analysis of various Drosophila experiments in the famous work “On
the nature of gene mutations and gene structures” (Timofeeff-Ressovsky et al.
1935) the scientists Timofeeff-Ressovsky, Delbrück and Zimmer draw following
conclusions:

• The radiation induced mutation rate is independent from the doserate and is
directly proportional to the dose.

• no minimal radiation dose is to be expected and therefor the curve of propor-
tionality can be extrapolated in the same form against zero.

By this a “linear no-threshold hypothesis” was formulated.
Under the supposition that every ionization causes a mutation it was calculated

that at the most only 1 of 1000 spontaneous mutations in Drosophila can be traced
back to the natural ionizing radiation. As a result of this it was pointless to look for
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possible processes which prevent that each ionization results in a mutation. That
such processes exist has been meanwhile proven.

Yet in this particular work, at that time, only the question had to be answered
whether the natural ionizing radiation can be neglected in attempts to explain
spontaneous mutations in Drosophila. The clear positive answer led to the state-
ment that genes are arranged atom-formations and spontaneous mutations are to be
traced back to thermodynamic changes of the arrangements in atom formations.

Radiation Induced Malign Processes

The questioning in regard to spontaneous and radiation induced malign processes in
human cells is bedded simultaneously. According to estimations (Clarke 1997) the
relationship between primarily spontaneous and primarily natural radiation induced
gene-defects is not in the range of 1000 to 1, but of 10 million to 1.

The fact that genes in spite of these extremely high rates of primary spontaneous
defects still can maintain integrity became explainable by the discovery of the
intracellular DNA-repair.

A lot of spontaneous and radiation induced defects become repaired by reducing
themselves. However, for malign processes one cannot ask for the relationship
between the total of primarily spontaneous defects and the total of natural radiation
induced defects but only for the clearly smaller rates of critically defects for cancer
induction. In addition it has to be taken into account that different types of cancer
are also very different in regard to their causes (Trott and Rosemann 2000).

It is generally accepted that the process of cancerogenesis occurs in a series of
disturbing effects in the DNA. None of the single effect causes cancer by itself. The
number of necessary effects and the sequence can vary between different types of
cancer. Translocations and other rearrangements in the DNA are typical defects in
the malign cells.

In the case of radiation induced cancerogenesis these defects appear to be related
to DNA double-strand breaks. In general double-strand breaks are effectively
repaired; exceptions are cluster of double-strand breaks.

Therefore is it first of all necessary to consider the number of these clusters in
dependence of the dose and the radiation types of the natural ionizing radiation.

An exact estimation in the exposition-range of natural radiation is only theo-
retically possible and requires the knowledge of the spatial DNA-organization.

DNA-repair experiments on somatic cells with different types of radiation, heavy
ions, light nuclei, fast neutrons and gamma-radiation, resulted in the knowledge that
the DNA in somatic-cells is nucleus-membrane-associated into more than 1000
repair-autonomous subunits per cell (Regel 1988; Erzgräber et al. 1992).

Based on these results it was possible to receive knowledge’s of the spatial
DNA-organization and to calculate quantenphysically the frequency of the rate of
irreparable cluster of double-strand breaks in relation to the dose and to every
interesting radiation type (Rosemann 1992).
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The natural ionizing radiation consists (concerning the dose) of about 50 %
gamma radiation respectively high energy electrons and about 50 % alpha radiation
of radon and its decay-products. For the gamma and electron parts the calculated
proportion between cluster and the total number of primary double-strand breaks is
so small, that this number of cluster can be neglected in comparison with the
number of cluster in the case of the radon-alpha part. In the case of the radon-alpha
part the proportion between cluster and the total number of primary double-strand
breaks remains even constant at 0.16 from the dose zero up to about some
100 mGy. This means that given the case an alpha-particle passes through a
DNA-subunit and to induce double-strand breaks, than always an irreparable cluster
will be formed in constant probability.

Hence, when epidemiological studies let to expect hints that natural ionizing
radiation induced cancer-risks then this especially true to lung cancer as a result of
the radon-part. That there is a link between lung cancer and radon-exposition was
already recognized without any doubts some decades before in the case of
uran-miners. However the concentration of radon in the mines was extremely
higher as outside of the mines, especially in houses.

Formal calculations on the base of models for respiration and the ‘linear
no-threshold hypothesis’ showed for natural radon-concentrations in houses
lung-cancer rates from some to 10 %. The natural radon-concentrations in houses
are strong varying around a factor 100 and more. Possibly this fact could be
reflected in epidemiological studies.

A lot of epidemiological studies are existing (Wichmann et al. 1998; Cohen
1995) but confirmations of the formal calculations for a linear positive correlation
between lung-cancer risk and radon-concentration in the range of the natural radon
concentration have not been found.

Wichmann et al. formulate in their study of the years 1992–1996, which includes
about 70 % of the German territory, “that no Radon-risk in houses is recognizable”.
A likewise extensive US-study from 1995 Cohen finds even “a negative correlation
between lung-carcinoma-mortality and natural radon-exposition”. In many publi-
cations about radiation risks of radon such results are ignored.

For instance the Swiss Office of Health formulates (Bundesamt für Gesundheit
1999) exclusively supporting on formal model-calculations on the base of ‘linear
no-threshold hypothesis’, that “Radon our health is more damaging than the
emissions as a result of Chernobyl and all tests with nuclear-weapons”.

An interesting contra-consideration has given Schüttmann (1999). About
150 years ago was lung cancer a very seldom illness. In only 0.06 % was lung
cancer the cause of death. The radon-concentration was however at that time the
same as today.

Cause of the contradictions between the ‘linear no-threshold hypothesis’ and the
results of the epidemiological studies is the ignorance of the DNA-repair-mediating
reduction of both spontaneous and radiation-induced DNA-disturbances and the
multiple steps character of cancerogenesis.
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The ‘linear no-threshold hypothesis’ must not be wrong, but it cannot be
interpreted in the sense of a dose-linear increase of the totality of all
cancer-induction-processes in the range of the natural ionizing radiations.

Consequences of Confusions

The ICRP recommended 1 mSv per year as radiation-exposition-limit for the
general public. The natural average is about some mSv per year and the maximum
is about some 10 mSv per year.

If already the natural radon is no dangerous for health, than the gamma-and
electron radiations of the natural expositions are also no source of danger.

In the general public the limit of 1 mSv per year has caused the feeling of a
constant present cancer-risk as a result of the natural ionizing radiation.

So the caution, which formed the motive of the ICRP, has transformed into a risk
itself. It is expressed in a growing radiation phobia with irrational reactions. The
effects can be become fatally.

Unfounded fears against medical-radiological check-ups endanger diagnosis and
therapy.

In cases of necessary interventions a radiation phobia and irrationality could
become counterproductive. So long exist nuclear energy plants; so long exist all
their risks. In case of a havarie irrationality can enormously increase the real
consequences.

Confusions about radiation risks can be more dangerously than the real risk
itself.
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The Significance of Chemosignaling
Between Irradiated and Non-irradiated
Organisms in Bystander Effect

Boris P. Surinov, Valentina G. Isaeva, Natalia N. Dukhova
and Andrey D. Kaprin

Introduction

In previous studies it was described that exposure to ionizing radiation in sublethal
doses reveals volatile components (VCs) in the urine of animals, which are missing
under normal conditions. Exposure of these VCs to intact conspecifics reduces their
immunoreactivity and the number of hemocytes (Surinov et al. 2005). It was found
that, depending on the radiation dose, such excretions have the properties of chemo
signals that attract (Surinov and Dukhova 2004) or repulse (Surinov 2007) intact
animals.

In the published data it has been reported only about the role of signaling in
natural physiological conditions (Beauchamp 2003; Hurst and Beynon 2004;
Brennan and Kendrick 2006), in particular, in the regulation of animal breeding
(Novikov 1988), or for limitation of contact between healthy and infected indi-
viduals (Moshkin et al. 2002; Penn and Potts 1998; Kavaliers and Colwell 1995).

In the literature we have found no information about chemosignaling induced by
ionizing radiation in animals, with the exception of works by the authors of this
paper. These chemosignals also influenced the behavioral responses of intact
recipients, showing the attractive properties.

These substances caused a chain reaction of multiplication of violations in
groups of animals, spreading them from irradiated mice to intact recipients both by
direct contact and indirectly, through their urine (Surinov et al. 2004). This phe-
nomenon illustrates the concept of the biological strengthening of the effects of
disturbing factors, formulated by Timofeev-Ressovsky (1996). The described
phenomenon could not explain appropriately the combination of increasing
attractiveness of irradiated and intact animals, accompanied by a decline in the
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immune reactivity of intact animals. Further studies have shown the biological
significance of the phenomenon under consideration. It turned out that intact ani-
mals produce the natural volatiles, chemosignals, which significantly increase the
immune reactivity of the recipients irradiated with sublethal radiation doses
(Surinov et al. 2008).

This paper presents examples of restoration of the immune system in irradiated
mice and rats with the use of VCs, the biological feasibility of which has previously
been considered (Surinov et al. 2007, 2008, 2012). In the present paper, this
information is analyzed from the point of view of certain general biological con-
cepts (Timofeev-Ressovsky 1996; Korogodin 2013).

Materials and Methods

Laboratory male mice of the inbred CBA strain and hybrids F1 (CBA � C57Bl/6),
2–3 months old (25–30 g) were kept in standard plastic boxes of 5–6 individuals
each with free access to water and food, at room temperature (20–22 °C) and
natural lighting. In some experiments the Wistar male rats (180–200 g) were used.

The whole-body irradiation of the animals was carried out with doses of 1 or
4 Gy using a 60Co source with a dose-rate of 3.2 mGy/sec on the Gamma-Cell-220
equipment (Atomic Energy Canada Limited, Canada).

The donors of urine volatile components were intact and irradiated (4 Gy)
individuals.

To obtain urine samples, a sheet of filter paper (paper litter) was placed at the
bottom of the box. Access to this paper was limited by a perforated screen elevated
above the bottom at 0.5 cm. The paper litter containing the urine of irradiated mice
absorbed during third day after exposure or the urine of intact mice was transferred for
one day under the mesh screen in the box with 1 Gy-irradiated or intact recipients.

To study the VCs influence on the development of the immune response, the
paper litter with urine samples was placed into boxes with the immunized animals.
In 24 h after exposure with bedding, the animals were injected intraperitoneally
with 0.2 ml of suspension of sheep red blood cells (SRBC) in a dose of
1 � 108 cells/mouse in medium 199. In 4 days the mice were decapitated under
ether anesthetic to determine the mass and cellularity of the spleen. The number of
antibodies forming cells (AFC) in the spleen was determined by the Cunningham
method. In each of the studied groups there were 5–7 individuals.

The effect of VCs on the phagocytic activity of peritoneal macrophages of
mice-recipients was assessed by their ability to absorb latex particles of diameter
1.5 microns (DIA*M firm). The mice were decapitated under ether anesthetic. The
suspension of macrophages was obtained by washing the abdominal cavity with
199 medium supplemented with 10 % embryonic calf serum. The reaction of
phagocytosis was performed by mixing 1 ml of suspension of macrophages at a
concentration of 106 cells/ml with 1 ml of latex suspension at a concentration of
10 mcl/ml. The mixture was incubated for 30 min at 37 °C. Smears were fixed for
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30 min in 96 % ethyl alcohol and dyed using the Romanovsky-Gimsa method. The
number of absorbed latex particles was counted in terms of phagocytic activity of
macrophages (phagocytic index).

Experiments were reproduced at least three times. Statistic analysis of the results
was performed using Student’s t-test.

Results and Discussion

The 1 Gy ionizing radiation causes suppression of mice immune reactivity. Thus,
within three days after irradiation of animals, the spleen weight, cellularity and the
number of AFC induced by injection of SRBC (Table 1) are significantly reduced.
As a result of exposure of these mice during the third day after irradiation to VCs of
intact syngenic animals, the spleen cellularity and the number of AFC significantly
exceeded these parameters in the irradiated animals not exposed to VCs. Almost the
same effects were observed after exposure to VCs of the individuals irradiated with
a dose of 4 Gy.

A similar effect of these VCs on the recipient mice on the 7th day after irradi-
ation (1 Gy) was also accompanied by a significant increase in the ability to the
immune response to antigen (Table 1). In this case, unlike the effect observed on
the 3rd day after irradiation, no change was observed in the spleen mass and
cellularity.

Table 1 Immunological parameters (M ± m) in irradiated 1 Gy male mice F1
(CBA � C57Bl/6) after exposition to volatile components (VCs) of urine of intact mice in
different post-irradiation periods

Groups of animals Time after
irradiation,
days

Spleen

Mass, mg Number of
cells, 1 � 106

AFC,
1 � 103

Control – 130 ± 6.5
(100 ± 5.0)

189 ± 12.3
(100 ± 6.5)

121 ± 9.0
(100 ± 7.4)

Irradiated 1 Gy 3 94.7 ± 3.8*

(72.8 ± 2.9)
137 ± 8.4*

(72.5 ± 4.4)
52 ± 3.1*

(42.9 ± 2.6)

Irradiated
1 Gy + VCs intact
mice

82.8 ± 2.5*,
**

(63.7 ± 1.9)

134 ± 14*

(70.9 ± 7.3)
61.7 ± 2.6*,
**

(50.9 ± 2.2)

Irradiated 1 Gy 7 110 ± 3.8
(84.6 ± 2.9)

164 ± 14
(86.8 ± 7.4)

50 ± 2.2
(41.2 ± 1.8)

Irradiated
1 Gy + VCs intact
mice

105 ± 5.2
(80.8 ± 4.0)

145 ± 13
(77.2 ± 6.3)

66.2 ± 2.4*,
**

(54.6 ± 2.0)

Note In brackets % to control
*significantly different (p < 0.05) from control; **significantly different (p < 0.05) from 1 Gy
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We also evaluated the immune response in mice irradiated with a dose of 1 Gy at
different times after their exposure to VCs of intact or irradiated (4 Gy) individuals
(Table 2).

As a result of exposure of these mice to VCs of intact animals during the third
day after exposure to ionizing radiation, the spleen cellularity and the number of
AFC were significantly higher than these parameters in the group of irradiated mice
not exposed to VCs.

In more remote periods, within 7 days after exposure, effects of VCs on irra-
diated mice increased—the spleen cellularity and the number of AFC were more
than twice of those for the animals not exposed to VCs.

During this observation period the mass and cellularity of the spleen also
increased, especially after exposure to VCs produced by mice irradiated with 4 Gy.
Therefore, the single exposure of the 1 Gy irradiated mice to VCs of intact or
irradiated (4 Gy) animals was accompanied by stimulation of the immunity. The
effect does not only persist for long, but also builds up with time.

Table 2 Dynamics of immunological parameters (M ± m) in irradiated 1 Gy male mice CBA
after one-day exposition to volatile components (VCs) of urine of intact or irradiated (4 Gy)
syngenic mice during the third day after irradiation

Groups of animals Time after
exposition
days

Mass of
spleen, mg

Number of cells
at spleen, 1x106

AFC in
spleen,
1 � 103

Irradiated 1 Gy 1 101 ± 2.3
(100 ± 2.3)

80.0 ± 7.1
(100 ± 8.9)

104 ± 2.9
(100 ± 2.8)

Irradiated
1 Gy + VCs
Intact mice

83.6 ± 4.3*

(82.8 ± 4.3)
83.3 ± 3.4
(104 ± 4.3)

126 ± 6.0*

(121 ± 5.8)

Irradiated
1 Gy + VCs
irradiation 4 Gy mice

86.0 ± 3.3*

(85.1 ± 3.3)
103 ± 3.4*

(129 ± 4.3)
125 ± 15.0
(120 ± 14.4)

Irradiated 1 Gy 3 90.4 ± 1.8
(100 ± 2.0)

74.0 ± 5.1
(100 ± 6.9)

67.4 ± 9.0
(100 ± 13.4)

Irradiated
1 Gy + VCs
intact mice

83.4 ± 5.2
(92.3 ± 5.8)

84.0 ± 9.8
(114 ± 13.2)

96.7 ± 6.0*

(143 ± 8.9)

Irradiated
1 Gy + VCs
irradiation 4 Gy mice

99.0 ± 4.0
(110 ± 4.4)

82.0 ± 12.4
(111 ± 16.8)

113 ± 6.8*

(168 ± 10.0)

Irradiated 1 Gy 7 83.4 ± 2.7
(100 ± 3.3)

90.0 ± 3.2
(100 ± 3.5)

85.0 ± 6.7
(100 ± 7.9)

Irradiated
1 Gy + VCs
Intac t mice

102 ± 2.8*

(122 ± 3.4)
116 ± 17.5
(129 ± 19.4)

183 ± 4.5*

(215 ± 5.3)

Irradiated
1 Gy + VCs
irradiation 4 Gy mice

115 ± 3.8*

(138 ± 4.6)
104 ± 5.1*

(115 ± 5.6)
195 ± 10.4*

(229 ± 12.2)

Note In brackets % to irradiated mice; *significantly different (p < 0.05) from irradiated 1 Gy
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The above data rather differ from the previously described ones with respect to
the impact of a single exposure to the same VCs, but at different times after
irradiation of the mice with a dose of 1 Gy. In this case, stimulation of humoral
immunity in the mice irradiated with the same dose was less pronounced. This is
confirmed by the above data relating to the development of the
immuno-potentiating effect in the course of time after exposure of irradiated ani-
mals to VCs.

These data are in fact opposite to the results obtained in the process of studying
the immune reactivity of intact mice exposed to VCs produced by mice after
exposure to 4 Gy. In the latter case, there was inhibition of humoral immunity,
which lasted more than three days.

In one series of experiments, the impact of VCs produced by male mice CBA
after exposure to 4 Gy radiation (third day), on intact animals and those irradiated
with 1 Gy was simultaneously evaluated.

It was found that, as a result of exposure to VCs of intact mice or those subjected
to 1 Gy radiation, there was a decrease or increase in the number of AFC in the
spleen down to 62.0 ± 5.6 % (p < 0.05) and up to 95.6 ± 17.5 %, respectively.

In the mice irradiated with a dose of 1 Gy not exposed to VCs, the number of
AFC in the spleen was 58.3 ± 1.9 % (p < 0.05) compared with the intact animals
(100 ± 2.6 %).

Therefore, post-radiation VCs have different directions in the action depending
on the state of recipients. It should be emphasized that the described here
immunostimulatory effect was revealed at relatively weakly expressed immunod-
eficiency, as in this case at deficiency caused by irradiation with a dose of 1 Gy.

The presence in urine of chemosignals able to recover, under certain conditions,
relatively small post-radiation damage was confirmed by experiments with rats
which investigated the number of peripheral blood corpuscles after exposure to VCs
(Table 3). Exposure of irradiated (1 Gy) rats during the third day of post-radiation
period to VCs of intact or irradiated animals caused quantitative changes in the
cellular composition of blood.

Thus, within three days after irradiation (1 Gy) the number of red blood cells in
rats was 7.75 ± 0.24 1 � 1012/liter. Exposure of such animals to the components

Table 3 Cell structure of peripheral blood (M±m) in irradiated 1 Gy (3d day) rat Wistar after
exposition to volatile components (VCs) of intact or irradiated (4 Gy) animals

Groups of animals Erythrocytes,
1 � 1012/l

Leucocytes,
1 � 109/l

Lymphocytes,
1 � 109/l

Neurophiles,
1 � 109/l

Irradiated 7.75±0.24
(100±3.1)

10.7±1.4
(100±13.0)

3.2±0.27
(100±8.4)

2.4±0.45
(100±18.8)

Irradiated + VCs
intact rat

9.65±0.24*

(123±3.1)
14.1±1.5
(132±14.0)

5.5±0.87*

(172±27.0)
4.54±0.61*

(189±25.4)

Irradiated + VCs
irradiated rat

9.4±0.48*

(121±6.2)
9.8±0.7
(91.6±6.5)

3.4±0.3
(106±9.4)

2.8±0.18
(117±7.5)

Note *significantly different (p < 0.05) from irradiated rat groups not exposed to VCs
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of irradiated or intact rats increased this parameter 1.2 times as compared to the rats
not exposed to VCs.

The influence of VCs of the intact or irradiated (4 Gy) animals on the intact or
irradiated (1 Gy) rats also resulted in a 1.7 and 1.9 times increase in the absolute
number of, respectively, blood lymphocytes and polymorphonuclear leukocytes
(Table 3).

Among the findings of particular interest is the fact that the immuno- stimulatory
effect on irradiated mice is intrinsic not only in VCs that are contained in the urine
of mice, but also in the intact individuals themselves. It was found that the presence
of even one intact male mouse in the group of irradiated mice (1 Gy) within three
days increased their immune reactivity (Table 4), whereas the presence in the group
of intact animals of only one irradiated male depressed their immune reactivity
(Table 5). Hence, VCs produced by one animal are likely to be sufficient to
demonstrate their chemosignal properties aimed at mobilizing the immune system
of the animals in the group.

The immunostimulatory effect observed under the combined housing in one box
of intact mice with individuals irradiated at a higher dose (4 Gy) was unstable and
not reproduced in all series of experiments.

Table 4 Immunological parameters (M ± m, in brackets % to control) in irradiated (1 Gy) male
mice CBA after co-housing for three days with intact male

Groups of animals Spleen

Mass, mg Number of cells, 1 � 106 AFC, 1 � 103

Intact 113 ± 5.6
(100 ± 5.0)

106 ± 6.8
(100 ± 6.4)

182 ± 8.3
(100 ± 4.6)

1 Gy 76.6 ± 3.8*

(67.8 ± 3.4)
72.0 ± 2.0*

(67.9 ± 1.9)
141 ± 19.3
(77.5 ± 10.6)

1 Gy + intact male 86.4 ± 3.8*

(76.5 ± 3.4)
108 ± 8.6**

(102 ± 8.1)
228 ± 32.4**
(125 ± 17.8)

Note In brackets % to intact control; *significantly different (p < 0.05) as compared with intact
animals; **significantly different (p < 0.05) as compared with irradiated animals

Table 5 Immunological parameters (M ± m, in brackets % to control) in intact male mice CBA
after co-housing for three days with irradiated male

Version of experiment Mass of
spleen, mg

Number of
cells
in spleen,
1 � 106

AFC in spleen,
1 � 103

Control - housing with intact
individual

104±1.7
(100±2.1)

132±9.0
(100 + 7.1)

90.1±4.9
(100±11.2)

Experiment - housing with
irradiated individual

95.3±2.1
(92.1±2.0)

107±6.4
(81.1±5.0)

74.1±4.6
(82.8±6.0)*

Note In brackets % to irradiated mice; *significantly different (p < 0.05) from control
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Similar experiments, but with mice irradiated with a dose of 4 Gy, resulted in
irregular results and in case of exposure of animals to 6 Gy the immunostimulatory
effect was not found.

A series of experiments studied the effect of post-radiation VCs on animals with
changes in the immune reactions induced by non-radiation factors. Immune
response to foreign antigen was selected as one of these models.

These antigens were sheep red blood cells (SRBC). To some extent, this is a
model of response to infection. Mice recipients were exposed to VCs produced by
irradiated (4 Gy) individuals one day before immunization, immediately after it, in
3 and 7 days after injection of SRBC (Table 6).

The number of AFC in the spleen was evaluated in 4 days after injection of
antigen. As a result of exposure to post-radiation VCs to the antigenic stimulus the
number of AFC in the spleen decreased to 30.4 ± 6.5 % relative to controls.

Such a reaction is fully consistent with the previously obtained data showing the
immunosuppressive properties of post-radiation VCs excreted in the urine of irra-
diated animals (Surinov et al. 2004, 2005). After exposure of the recipient mice to
VCs immediately after the administration of antigen, an immune response remained
unchanged. In that case, when the recipients were exposed to VCs within 1, 3 or

Table 6 Immunological parameters (M ± m) at male mice F1 (CBA � C57Bl/6) after
exposition to volatile components (VCs) of irradiated (4 Gy) individuals in different time relative
to immunization

Groups of
animals

Time exposure,
days

Spleen

Mass, mg Number of
cells, 1 � 106

AFC, 1 � 103

Control 1 day before
immunization

95.4 ± 3.3
(100 ± 3.5)

122 ± 9.8
(100 ± 8.0)

23.0 ± 0.5
(100 ± 2.2)

Exposition to
VCs irradiated

102 ± 3.9
(107 ± 4.0)

141 ± 8.0
(116 ± 7.0)

7.0 ± 1.5*

(30.4 ± 6.5)

Control Immediately after
immunization

119 ± 3.7
(100 ± 3.1)

143 ± 5.0
(100 ± 3.5)

27.5 ± 3.1
(100 ± 11.3)

Exposition to
VCs irradiated

104 ± 6.4
(87.4 ± 5.0)

135 ± 14.0
(94.4 ± 9.8)

30.8 ± 2.9
(112 ± 10.5)

Control 1 day after
immunization

103 ± 5.0
(100 ± 4.9)

142 ± 13.0
(100 ± 9.2)

46.6 ± 2.9
(100 ± 6.2)

Exposition to
VCs irradiated

102 ± 4.8
(105 ± 5.0)

147 ± 10.2
(93.4 ± 6.5)

89.9 ± 5.0*

(193 ± 11.0)

Control 3 days after
immunization

77.4 ± 2.6
(100 ± 3.4)

106 ± 6.0
(100 ± 5.7)

18.0 ± 3.8
(100 ± 21.0)

Exposition to
VCs irradiated

74.6 ± 1.9
(96.4 ± 2.5)

83.3 ± 6.8*

(78.6 ± 6.4)
22.0 ± 5.0
(122 ± 27.7)

Control 7 days after
immunization

77.2 ± 1.9
(100 ± 2.4)

112 ± 4.9
(100 ± 4.4)

9.5 ± 1.5
(100 ± 16.0)

Exposition to
VCs irradiated

76 ± 2.1
(98.4 ± 2.7)

88.0 ± 6.7*

(78.6 ± 6.0)
25.0 ± 6.0*

(263 ± 60.7)

Note In brackets % to control; *significantly different (p < 0.05) from control
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7 days after immunization, the number of AFC increased compared with the control
to 193 ± 11.0, 122 ± 27.7 and 263 ± 60.7 %, respectively.

The presented here results of effects of VCs of irradiated mice on syngenic mice
before and after immunization showed the dual nature of the studied chemosignals
—the direction of their influence on animals depends on the state of the immune
system. Before immunization a suppression was observed, whereas after immu-
nization—stimulation of the humoral immune response.

Study of the effect of VCs on the phagocytic activity of peritoneal macrophages
of irradiated mice showed (Table 7) that the phagocytic index (number of particles
absorbed by one of phagocytic macrophages) in mice-recipients after exposure to
VCs of intact animals increased 1.4 times in comparison with irradiated unexposed
animals.

As in the case of antibody genesis, this information also differs from the pre-
viously obtained data showing the inhibitory effect of post-radiation VCs on
phagocytosis.

The scientific literature on the role of chemosignalling in natural physiological
conditions is quite voluminous (Beauchamp and Yamazaki 2003; Hurst and
Beynon 2004). In particular, the influence of chemosignaling on the selective
mating of animals was described Novikov (Novikov 1988), which is important to
ensure the viability of offspring. In pathological conditions, chemosignaling
restricts contacts of healthy and infected individuals (Moshkin et al. 2002; Penn and
Potts 1998; Kavaliers and Colwell 1995).

The data presented here show that the combination of mutual attractiveness of
irradiated and intact individuals with (Surinov et al. 2007) immunostimulating
effects described here indicate the existence of a biologically appropriate complex
of reactions regulated by chemosignals. In this complex are involved both the
animals producing chemosignals induced by various factors and the individuals
whose response to the signals depends on their physiological state.

Our data allow us to revise the approach to some biological traits of the by-
stander effect in the interaction between irradiated and non-irradiated organisms
(Mothersill and Seymour 2001; Mothersill et al. 2007; Surinov 2007).

It was believed previously that such an effect is caused by post-radiation VCs
and is aimed only at the suppression of immunity, but the above data demonstrate

Table 7 The phagocytic activity (M±m) of peritoneal macrophages of irradiated (1 Gy, three
day) mice after exposure to the volatile components (VCs) of urine of intact or irradiated (4 Gy) of
individuals

Animals group Phagocytic index

Intact 9.0±0.4

Irradiated 13.2±1.0*

Irradiated + VCs of intact individuals 18.5±0.6*, **

Irradiated + VCs of irradiated individuals 12.8±1.2*

Note *significantly different (p < 0.05) from control; **significantly different (p < 0.05) from
irradiated
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the opposite effect such as the impact the VCs of intact animals have on irradiated
individuals can result in the restoration of immunity. Such a phenomenon (im-
munostimulation) was also observed after the exposure to VCs of animals after
antigenic administration.

Hence, in our experiments we found that the orientation of the immunomodu-
latory effect of chemosignals depended on time of exposure to VCs in reference to
the effects of ionizing radiation or antigenic stimulus, i.e. the physiological con-
dition of the recipient. This manifests itself most clearly in respect of post-radiation
effects of VCs induced by exposure to radiation with a dose of 4 Gy, which causes
immunosuppression in intact animals, but stimulates the immune response in ani-
mals immunized with an antigen, or irradiated with low doses (1 Gy) of radiation.

Under certain conditions, the VCs which are immunosuppressive with respect to
intact animals have a regenerating and stimulating activity in relation to the indi-
viduals immunocompromised by the radiation and non-radiation effects.

Therefore, the bystander effect in groups of animals can have both suppressive
and repaired consequences. Dependence of these effects upon the state of the
donors of chemosignals and individuals-recipients clearly demonstrates a biological
advisability of regulation of mechanisms that allow animals through chemosig-
naling to recognize individuals with impaired immunity and ensure their stimulation
and reparating effects.

The comparison of data on the influence of chemosignals of intact mice on the
immune reactivity of the irradiated mice through the modification of behavioral
responses reveals the mechanisms of their biological significance in terms of
exposure to radiation. It was shown that after irradiation the VCs are produced that
provide increased mutual attractiveness of irradiated and intact mice, but only in the
range of sub-lethal doses of radiation (Surinov and Shpagin 2007). In a terminal
period after exposure to lethal doses, VCs with repulsive (aversive) properties
appear. As a result, intact mice enhance communications with animals irradiated
with sublethal doses, but decrease communications with those irradiated at lethal
doses (Surinov 2007). It is also important that it is preferable to increase the
attractiveness of intact mice to syngenic irradiated animals (Surinov and Shpagin
2007). Therefore, after irradiation in groups of animals the mechanisms of
chemosignaling are involved in the process that can be labeled as “sanitary” effect.
Modification of the spectrum of chemosignals produced by the irradiated animals
after exposure allows the other members of the group to evaluate the depth of
lesions and the chance to activate the immune system through chemical commu-
nication between organisms. The appearance of aversive VCs in animals after
exposure to lethal doses of radiation limits the communication, thereby reducing the
likelihood of infection. The above phenomena quite accurately illustrate V.I.
Korogodin’s concept of the properties of living organisms, among which an
important role is assigned to behavioral information (Korogodin 2013). It provides
the link between organisms and the environment. One of the essential character-
istics of behavioral information is the expediency and purposefulness of action. The
experimental data presented in the article show the mechanisms of chemosignaling
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in terms of exposure to radiation appropriate to changing behavioral responses,
guiding them to enhance the viability of the group.

Of special interest is the selectivity of the “sanitary” effect in respect of the group
members, which is provided by these mechanisms.

Conclusion

Analysis of experimental data suggests an important role of chemosignaling
mechanisms in mammals under exposure to ionizing radiation. Through such
mechanisms, animals are able to determine the extent of damage, in order to dis-
tance themselves from the dying animals and to ensure the processes of reparation
of damage in other individuals through communication with healthy group mem-
bers. After exposure to radiation the chemosignaling mechanisms perform cognitive
functions, motivating the biologically appropriate behavioral reactions of animals in
groups. This chemosignaling activity can be designated as “sanitary” effect, which
is biologically expedient for increasing the viability of animals in their groups.
These views considerably extend the significance of the bystander effect in animals.
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Part IV
Radiation in Ecological Systems



Assessing Ecological Risk from Radiation
Requires an Ecosystem Approach

François Bréchignac

Introduction

Today, almost 3 decades after the Chernobyl accident and 4 years after the nuclear
catastrophe at Fukushima, the environmental/ecological consequences from these
extensive radioactive contaminations of the environment are still much debated
with contrasting conclusions from various experimental and observation studies
(Beresford and Copplestone 2011). Supported by experimental results from in situ
studies conducted in contaminated territories, as well as experiments in laboratory
controlled conditions, some argue for the evidence of on-going ecological harm
(Boratynski et al. 2014; Galvan et al. 2014; Garnier-Laplace et al. 2011; Hiyama et
al. 2012, 2013; Møller and Mousseau 2007, 2009, 2013, 2015; Møller et al. 2005,
2007, 2012, 2013, 2015a, b; Mousseau et al. 2013; Mousseau and Møller 2012),
whilst others do not reach such a conclusion (Baker et al. 1999; Baker and Chesser
2000; French et al. 1974; Jackson et al. 2004; Mihok 2004; Mihok et al. 1985;
Murphy et al. 2011; Rodgers and Baker 2000; Smith and Beresford 2005; Strand
et al. 2014; Williams 1995). One should perhaps keep in mind from past experi-
ence that demonstrating evidence for ecological harm has always proven to be slow.
Global warming from anthropogenic releases of CO2 provides a good illustration:
on-going ecological impact has been suspected for several decades before it could
reach wide recognition, if not demonstration, because the system’s response, further
associated to large spatial and temporal scales, was governed by complexities not
easily amenable to full and explicit clarification (Maslin 2013). For these reasons,
and for about two decades now, environmental protection against radiation has
become an important issue which stimulates both research and developments
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suitable to assess properly environmental/ecological risk, and especially to clarify
the extent of ecological detriment in contaminated territories.

During the two past decades, following the initial proposal by an expert group
formed by the International Union of Radioecology (IUR 1997, 2002), a first
methodology for assessment of risk from radiation to fauna and flora has been
conceived and further elaborated under the auspices of a suite of European projects,
FASSET (2004), EPIC (Sazykina and Kryshev 2003, 2006), ERICA (2007)and
ICRP (2003, 2008). In brief, the methodology stems from the concepts and
methodology currently used to protect human beings and is expanded, with some
adaptations, to address animals and plants; it is therefore grounded on an approach
based upon “reference organisms” considered at individual organism level, or
“reference animals and plants” as per the current ICRP terminology (ICRP 2003,
2008). This methodology is now further supported by a software tool, called the
ERICA tool (Brown et al. 2008), which allows the calculation of the dose rates
which reference organisms are exposed to when living in a contaminated envi-
ronment with known concentrations of radionuclides. The dose calculations are
based upon traditional radioecological parameters such as concentration ratios,
simple geometries representing the organisms, and expert judgment about exposure
resulting from typical life styles.

However, the widespread adoption of this first methodology beyond its devel-
opers’ community is now facing difficulties as illustrated by several recent under-
takings or positions especially expressed by international organizations:

1. Considering the limitations of the “reference organism approach” and especially
the mismatch between the proposed method (based upon individual related data)
and the objective of protection (targeted at the population and the ecosystem),
continued brain storming led several authors assembled under the IUR to rec-
ommend and undertake the development of an “ecosystem approach” in order to
address this mismatch (Bréchignac et al. 2011; IUR 2012; Bradshaw et al.
2014).

2. UNEP (the UN organization to whom UNSCEAR is linked) also expressed
some reservations during a Technical Meeting of the Coordination Group on
Radiation Protection of the Environment, held on 2–3 July 2013 in Vienna,
which addressed the “Input to safety standards taking into account the BSS and
relevant ICRP/International recommendations” (IAEA 2014). “UNEP expressed
the view that radiation protection of the environment, as described in ICRP
Publications 91 (2003), 103 (2007) and 108 (2008), is too narrow. During the
process of development of the Basic Safety Standards (IAEA 2011), UNEP
suggested that the definitions given in the BSS for ‘environment’ and ‘protection
of the environment’ should have a wider perspective beyond the considerations
of radiological effects to flora and fauna. UNEP remarked that, when applying
the radiation protection principles of ‘justification’ and ‘optimization’ to control
and manage radiological impact to people and the environment, the appro-
priate involvement of environmental issues such as protection of flora and
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fauna, maintenance of quality of air, soil and water as well as considerations of
sustainability aspects are key topics.”

3. Finally, attempting to spread the consideration of environment protection among
end-users such as operators, regulators and stakeholders based on the “reference
organism approach”, IAEA recently stressed unexpected reluctance to incor-
porate it in international basic safety standards. A further Technical Meeting of
the Coordination Group on Radiation Protection of the Environment gathered by
IAEA on 10 September 2014 in Barcelona, entitled “Radiological protection of
the environment: the challenge to move from research to international regula-
tion” has been especially motivated by “the reluctance by its [IAEA] Member
States to upgrade the current system of radiological protection” (by expanding
it to address environment protection). In general terms, the issue raised was
about justifying how the effort of protecting the environment against radiation
would be an appropriate and proportionate response to preventing the occur-
rence of ecological harm. This is indeed an important question to operators and
regulators, as it may result in additional costs, but this is also quite a hot issue
for society at large who are greatly concerned about ecological impacts and their
long-term potential implications on human health, and particularly future
generations.

In order to explain why this difficulty has arisen and to identify potential
remedies, in the following sections we revisit the original strategic justification for
the need for environment protection from radiation. We discuss in more details the
view that, at variance with other fields situated outside the nuclear field (CO2 driven
climate change impact on ecosystems, chemical toxicant impact on fish populations
in the seas, see more within IUR 2012), historical and cultural reasons led to
weaknesses in the initial scoping of the need for environmental protection. Better
justification requires first to clarify what is actually meant when one refers to
“environment protection” (Carroll 2009). A number of misunderstandings emerge
from poor and inaccurate definitions. Better justification requires next developing
an integrated conceptual vision that must link human and environment radiation
protection on fully coherent grounds with respect to protection objectives. The
ecosystem approach, which has been recommended by IUR (Bréchignac et al.
2011; IUR 2012; Bradshaw et al. 2014) as a next step, provides such a conceptual
vision.

Historical and Cultural Context Within the Radiation
Protection Community

The issue of “protection of the environment” against radiation has evolved within a
scientific community that was historically and culturally bound more to human
health issues than to dealing with wildlife and ecosystems. Indeed, the radiation
protection community consisted of physicians, health physicists, radiobiologists,
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human radiation protection specialists, and a few radioecologists also oriented
towards human health ultimate goals. This was at variance of the community
dealing with impacts from chemical toxicants and other stressors for which the
community included environmentalists and natural sciences specialists such as
agronomists, ecotoxicologists, ecologists, marine biologists, biogeochemists, lim-
nologists, etc.… Hence, the skills necessary to wide understanding of the com-
plexities and multiple facets of the environment, and its relationships with the
human species, were therefore poorly represented initially within the radiation
protection community.

The above observation is probably linked also to the widespread initial con-
viction, within the radiation protection community, that specific environmental
protection was not generally deemed necessary (in normal operation of nuclear
facilities), and the resulting reluctance of its members to reconsider what is now
called the “ICRP paradigm” stating that standards in use to protecting human beings
were indirectly affording sufficient “protection of the environment”. Perhaps, the
radiation protection specialists were not easily inclined to recognize that the system
of radiological protection was potentially weakened by its inability to explicitly
address the environment (i.e. non-human biota) in addition to human beings. When
this community finally decided to reconsider this “ICRP paradigm” in order to
better address environment protection, this was therefore prompted more by a
pressure to respond to criticisms than by a profoundly rooted conviction about its
usefulness. This quite specific ambient context has dominated, and to some extent
also directed, the efforts of the newly created ICRP Committee 5 in charge of
developing a system framework for environment protection against radiation.

As a result, environmental protection against radiological hazards has been
justified initially on unclear and perhaps incorrect grounds, obscuring proper
understanding of the actual need for it, and leading at the present stage to devel-
opments which do not fully match the objectives of ecological/environmental risk
assessment.

Weak Strategic Scoping at Start

ICRP Publication no. 108 (ICRP 2008) stated: “… It is probably true that the
human habitat has been afforded a fairly high level of protection through the
application of the Commission’s system of protection. The problem is to demon-
strate convincingly that the environment is, or will be, adequately protected in
different circumstances, because there are no explicit sets of agreed assessment
approaches, criteria or guidelines with international authority which can help…”
And further: “… This decision [to develop a systematic approach for radiological
assessment of non-human species] has not been driven by any particular concern
over environmental radiation hazards. Rather, it has been developed to fill a
conceptual gap in radiological protection…”
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The strategic justification for the need to protect the environment against radi-
ation has therefore not been expressed in terms of assessing and/or to preventing
ecological harm, but in terms of a conceptual gap to fill and a demonstration to
provide. This conceptual gap referred to the lack of consideration of the environ-
ment within the system of radiological protection by the turn of the millennium.
This was recognized to diverge from current environmental legislation which did
not exclude radioactive toxicants, leading to the need to provide explicit demon-
stration that the environment was indeed afforded protection. Filling the conceptual
gap has been undertaken via expanding the system of radiological protection for
humans to also address non-human species inhabiting the environment.

Such a scoping of the justification was indeed a weak strategy at the start. It is
clear that “filling a conceptual gap” to fulfill a need for “demonstration” does not
form a strong enough justification for operators and regulators, the main potential
end-users of the protection system. If there is no concern for ecological harm, then
why should one bother about protecting the environment at all?

A more robust justification, certainly much easier to understand, could have been
expressed from the very beginning by acknowledging the persistence of a suspicion
from some scientists, and concern within society at large, about potential ecological
harm due to radiation which called for due consideration of protection of the
environment. Fears tend to proliferate in proportion to the lack of both an appro-
priate understanding and a related pertinent system to address ecological risk.
Societal concern, scientific suspicion and lack of consensus about risk are sufficient
justifications on their own for the need to build a convincing and appropriate system
of environment protection to assess ecological risk from radiation. The still
on-going debate on whether or not the Chernobyl and Fukushima accidents are
promoting ecological consequences (Beresford and Copplestone 2011; Beresford et
al. 2012a, b; Mousseau and Møller 2012; Strand et al. 2014) together with the most
recent publications reporting evidence for ecological impacts (Garnier-Laplace et al.
2011; Hiyama et al. 2012, 2013; Møller and Mousseau 2013, 2015) just confirms
the pertinence of such a line of justification.

Exclusive Focus on Biological Effects Largely Misses
Ecological Effects

The historical and cultural initial contexts described above have much influenced
the conceptual views, approaches and methods elaborated so far for environment
protection against radiation. Reductionism has been a main driver, first by reducing
the environment to an exclusive consideration of animals and plants, or fauna and
flora, and second, by restricting the approach to individual organisms’ endpoints,
altogether putting emphasis on biological effects (Fig. 1, left). Protection of the
environment, as stressed by UNEP (IAEA 2014) actually embraces many different
perspectives including living beings (humans, animals, plants and
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microbes/viruses), abiotic media (soils/sediments, sea and freshwater, atmo-
sphere), landscapes and ecosystems (providing life support and many services), and
a large set of sectorial legislations have been developed already to protect one or the
other.

There is often an ambiguity with respect to the terminology used when men-
tioning “protection of the environment” when it in practice refers only to protection
of “animals and plants” or “non-human biota”, the environmental component
sensitive to radiation. This is at variance of protection against chemical stressors
where abiotic media are also considered as objects of protection, since their regu-
lation for the protection of biota is designed upon toxicants concentrations in abiotic
media. In radiation protection, abiotic media have not been afforded the same level
of attention as objects of protection arguing that these were non-radiosensitive
components. Abiotic media in the “reference organism approach” are only con-
sidered in terms of radionuclides transfer factors towards biota, with no reverse
consideration that biota, for example, could impact the chemistry of radionuclides
in abiotic media (e.g. speciation) that could in turn change the radiation responses
from biota. Such an exclusive focus on living biota has inevitably led to restrictions
in the capabilities of the system to assess other environmental issues such as those
associated to abiotic media, or more importantly, those associated to more holistic
goals or protection (integrating biotic and abiotic relationships) now expressed in
terms of ecosystem services (structure/biodiversity and functions).

Fig. 1 Featuring biological and ecological impact of radiation within the scale of biological
organization. Left overlapping structure of biological organization (each level encapsulates the
previous one) up to individual organisms only, the relevant level to address biological impact of
radiation. Right at higher organization levels, not currently incorporated in radiation protection, a
quite different structure features a network of populations assembled in communities and
ecosystems with interacting species, the relevant level to address ecological impact of radiation.
Objectives of environment protection at most usually set at higher levels of biological organization
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Simplicity and the wish to ensure immediate methodological consistency in how
the system handles humans and non-human biota have dominated. This has resulted
in paying limited attention to their respective objectives and related targets of
protection (and related endpoints) which are different. Indeed, humans are protected
at the individual level. For the environment at large, there is wide consensus rec-
ognizing that higher levels of organization are the appropriate targets of protection
(populations, communities and ecosystems). As such, the proposed system appears
to fulfill the demonstration goal pursued (for individual organisms), but at the
expense of an in-depth consideration of what this new object of protection—the
environment—actually is, and should require from the protection system.
Meanwhile, the methodology does not address ecological harm proper and the
demonstration goal is accordingly jeopardized. Such a conceptual and technical
positioning has strongly influenced the evolving system which unsurprisingly
suffers from incomplete formulation of the problem, and weaknesses as to what is
meant by the environment and what is (are) the object(s) of protection (Bradshaw et
al. 2014). Clarification of the object of protection is a prerequisite for a well-focused
and fit-for-purpose protection system. In fact, focus upon individual organisms of
non-human biota has been chosen because this was the essential content of the
current data base on radiation effects but not primarily as the object of protection.
The resulting mismatch prevents the ability of the system to move beyond pure
biological effects and address important ecological issues (Fig. 1, right) such as
interactions between species (predator/prey, competition, etc.…) and indirect cas-
cade effects (Bréchignac 2003; Fleeger et al. 2003; Bréchignac and Doi 2009;
Bradshaw et al. 2014), that is to say more holistic goals of protection.

Addressing Ecological Risk Assessment Requires
an Ecosystem Approach

Understanding the biological effects of radiation in animals and plants is necessary
but not enough to address ecological impacts of radiation. In order to overcome this
problem, an ecosystem approach has been proposed by scientists gathered under
IUR (Bréchignac and Doi 2009; Bréchignac et al. 2011; IUR 2012; Bradshaw et al.
2014) and is currently under development (Joint IUR-CERAD1 Task Group). There
is no need here to reiterate the conceptual justification for an ecosystem approach
that has already been fully developed in much detail (Beresford and Copplestone
2011; IUR 2012), but it is of interest to stress how the most recent findings and
developments provide further confirmation in support of this approach.

Attempts to address populations’ response to radiation have been recently
developed by Alonzo et al. (2008) and Lance et al. (2012) based on extrapolating

1CERAD: Centre (of excellence) for Environmental Radioactivity, based in Norway (www/cerad.
nmbu.no).
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from individual level endpoints. Leslie matrices combining life history character-
istics (duration of life stages, survival and fecundity rate) and dose-rate response
curves for hatching, survival and reproduction, from experimental data assembled
within the FREDERICA data base, have been used to model population-level
consequences of chronic external exposure of three aquatic invertebrates to gamma
radiation. For two of the three populations’ tested, significant reduction of popu-
lation attributes were shown to happen at smaller dose rates than the lowest EDR10.

2

EDR10 derived from the most sensitive individual endpoint, as recommended from
the current methodology, therefore does not provide a safe level of protection for
the species population. Safe standards for protection of the population therefore
cannot be directly obtained from extrapolating the propagation of toxic effects from
individual organisms to the population. Addressing the question directly at popu-
lation level is made accessible by an ecosystem approach.

Another observation has been derived from a more theoretical study where
ecological (species) interactions were taken into account in constructing eco-SSDs
(species sensitivity distributions (SSDs) that include ecological interactions) for
1000 hypothetical toxicants that were tested against corresponding conventional
SSDs (lognormal SSDs fitted to single-species chronic EC10S

3 of the species pre-
sent), (De Laender et al. 2008). For more than 1/4th of these tested toxicants, the
mean and/or variance of the eco-SSDs were lower than for conventional SSDs,
suggesting that indirect effects mediated by ecological interactions play an
important role in the population response to toxicants. Here again, an ecosystem
approach will take into account indirect effects of toxicants elicited by interactions
between different populations.

Finally, a puzzling observation has been recently reported by Garnier-Laplace
et al. (2013). These authors constructed SSDs from sets of data for individual
endpoints as related to (1) biota experimentally tested in controlled conditions and
(2) field observations in the contaminated territories of Chernobyl (with an
appropriate method for reconstructing dose). A clear and consistent shift of the
statistical curve for Chernobyl field data towards lower dose rates has been elicited
(Fig. 2), almost by a factor of 10, tending to indicate that organisms of species
observed in the field at Chernobyl were more radiosensitive than organisms of
species tested in controlled optimum laboratory conditions. The discrepancy was
interpreted in terms of the likely occurrence of confounding factors in the field, such
as food availability, competition and predation, all of which are three natural and
widespread interactions between species in ecosystems. Indeed, it is the rule within
any ecosystem that all organisms need to cope with natural constraints arising from
interactions with other species (like predation, competition) and also from limitation
in food availability, all such constraints usually being relaxed when these organisms
are tested in laboratory controlled conditions. This obviously contributes to the
differences between biological effects (observed for individual organisms, through

2EDR10: Effect Dose rate eliciting 10 % of effect.
3EC10S: Effect concentration eliciting 10 % of effect on single-species population S.
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appropriate endpoints) and ecological effects (observed at population and ecosys-
tem levels with interacting species, through adequate endpoints). We therefore
suggest that it would not be the radiosensitivity per se which is higher for in situ
organisms (Chernobyl data), but rather the ubiquitous additional constraints that all
individuals of a population are submitted to when they live within their ecosystem
which may contribute to an apparent lower resistance to radiation stress. It is much
desirable to develop an ecosystem approach by including consideration of inter-
actions between species to account for such issues.

However, another confounding factor, perhaps more important, is that organisms
observed at Chernobyl were actually exposed to a mixture of internal and external
irradiation from several radiation types, at least c and b, as arising from 137Cs and
90Sr respectively, whilst data obtained in controlled laboratory conditions were
driven with exposure to c external radiation only. This may also contribute sig-
nificantly to the difference observed, the Chernobyl species being actually more
exposed to radiation (all types, internal and external) than the laboratory ones.

It is worth at this point discussing further the issue of dosimetric estimations, an
additional source of discrepancy which has recently been claimed to be the most
likely cause of inconsistencies in the literature (Beresford et al. 2012a, b; Mousseau
et al. 2012; Mousseau and Møller 2012). When expressed in dose rates, the dose
range of concern here is that of relatively low doses (HDR50in the range of hun-
dreds of lGy h−1). Hence, the effects of relevance expected are essentially
non-lethal at organism level. At this scale, effects are likely to be small and subtle, if
detectable at all, and this leads to considering two hypotheses. (1) Rather than dose
rate, the dose accumulated with time and through several successive generations
would probably be a much better parameter against which trying to unravel eco-
logical effects (paralleling the geneticists’ concept of mutation accumulation). As
was stressed by Garnier-Laplace and coworkers, this may explain, at least in part,
the apparent radiosensitivity discrepancy between biota observed at Chernobyl and
those tested in controlled laboratory conditions, as discussed above, the total
accumulated dose at Chernobyl certainly exceeding that of laboratory tests. (2) One
second hypothesis considers that it is not much the direct (small) effect of radiation
on organisms’ attributes (mortality, reproduction, mutation…) that would be of
major concern with respect to ecological effects, but rather the imbalances indirectly
mediated by differences in radiosensitivities amongst impacted populations of
species. Then, the small and subtle (biological) effect of radiation (at organism
level) would essentially act as a triggering mechanism of potentially larger (or
smaller) effects at ecosystem level. An ecosystem approach is able to account for
both larger time scales (succession of population generations) and indirect effects
(interactions between populations of different species).
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Ecosystem Approach: A Conceptual Vision Integrating
Humans Within the Environment

Historically, the concept started from an anthropocentric vision where the envi-
ronment was only considered in so far as it mediated the transfer of radionuclides
towards human beings (human exposure from radionuclides contained in food, air,
water and soils) (Bréchignac 2012). Attention to living organisms other than
human beings was restricted to those animals and plants of agronomical value
which form the human diet, and their potential to be contaminated by radionuclides.

The concept next moved to a more biocentric vision, where attention has been
extended from human beings to wildlife animal and plant species. This is the
current “reference organism approach” as proposed by ICRP (2003, 2008). The
misunderstandings revealed by the so-called old ICRP paradigm, stating in brief
that “protecting man protects the environment”, largely arose from the lack of a
proper conceptual vision explaining how, and to which extent, human beings and
the environment were respectively positioned and interacting. Such a vision, which
had been proposed as early as in 2001 (Bréchignac 2001), then endorsed by the full
Board of Council of the International Union of Radioecology (Bréchignac et al.
2003), is a prerequisite to considering if, and how, integration of human beings and

Fig. 2 Terrestrial species sensitivity distributions (SSD) of chronic responses (fitted to the set of
lowest EDR10 values) constructed from effects data obtained in controlled conditions elicit
apparent lower radiosensitivity [blue arrow showing lower HDR50 (HDR50 Hazardous Dose Rate
for 50 % of the species tested.)]than when obtained from in situ observations at Chernobyl with
associated dose reconstruction. (Redrawn from Garnier-Laplace et al. 2013)

216 F. Bréchignac



the environment within a single system of radiological protection could be envis-
aged, a further goal currently pursued in radiation protection.

A full conceptual model integrating the Homo sapiens species, agronomic
species, wildlife species and the abiotic media concerned in the related ecosystems
is built on Fig. 3, following recommendations given earlier by Suter (1999) and
Bréchignac (2016). Such an integrated model acknowledges that man and its
companion agricultural species (crops, cattle, etc.…) belong to the same functional
groups as have been defined for wildlife, therefore undergoing competition with
wildlife species of similar hierarchical level, as in any ecosystem. What is specific
here is that this ecological competition is “much more efficiently” managed by
Homo sapiens with “smartly designed” tools, such as fertilizers and pesticides, in
order to increase the biomass of agricultural products therefore out competing other
species at each relevant level (weeds, phytophageous insects, etc.…).

With respect to assessing the impact of radioactive contamination of the envi-
ronment through atmospheric deposition, such as in this particular example (Fig. 3),
this conceptual model allows abiotic media to be put in the right context together
with wildlife and the Homo sapiens species and their ecological interactions.
Composite/complex impacts from combinations of multiple stressors are also better
accounted for, as pesticides for example (used to optimize agronomic production)
may not only co-act at the response level (synergistic/antagonistic responses), but
also may change exposure by means of changing the ecosystem structure (some
insect populations together with their feeders eradicated by insecticides, Ludwig
et al. 1978; Holling 1986), or by changing the transfer characteristics (hydrophilic
additives to systemic herbicides are likely to increase the penetration of
leaf-deposited radionuclides).

The ecosystem approach, whilst promoting a further evolution towards an
ecocentric concept, provides such an integrated vision (Bréchignac et al. 2011). In
addition to biological risk it also gives access to assessment of ecological risk (IUR
2012; Bradshaw et al. 2014), the actual generic goal of environment protection. If
protection of the environment has historically evolved from observed hazards to
some species or categories of species or environmental threats (endangered species,
desertification, pollutions impacts, etc.…) next translated into sectorial legislation,
it is now acknowledged that all such detriments to the environment may alter the
human species as well as other species, all being part of the ecosystem. This is
because the sustainability of life is fully mediated through ecosystems’ structure
and functions. The human species Homo sapiens is but one of many different
interacting species, all depending upon their ecosystem to ensure their long-term
sustainability and survival. Paralleling recent environment legislation which is now
expressed in more holistic terms (for a series of examples, see IUR 2012) like
protection of “ecosystem integrity and services” which support all life, including
that of human beings, the ecosystem approach considers that it is life survival as a
whole (humans among other species) which can be jeopardized by ecological risk.
Accounting for this more holistic approach is a prerequisite for conceptualizing an
integrated protection system (human species, other species and the abiotic media
within which they live, as well as other contaminants).
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Ecosystem Approach Relates Ecological Harm to Loss
of Ecosystem Services

Human survival explained as being dependent on ecosystem well-being has been
captured within the “ecosystem goods services” concept (Millennium Ecosystem
Assessment 2005). This concept acknowledges that ecosystem components and
functions are useful, if not vital, to humans, in providing them with a number of
goods and services. The goods provided include food, fresh water, wood and fiber,
and fuel, whilst services include, for example, supporting nutrient cycling, primary
production and soil formation as a basis for regulating climate, flood, disease and
water purification, and providing cultural features such as aesthetic, spiritual,
educational or recreational services (Millennium Ecosystem Assessment 2005).

Just like other stressors, radiation can potentially alter the structure of ecosys-
tems and their biotic communities, and further impact ecosystem functions which
support ecosystem services useful to humans ( Charpin et al. 2000). If exclusively
focused on effects on individual organisms or species, the system of radiation
protection of the environment cannot address ecosystem functions and thus,

Fig. 3 Conceptual model for a scenario of release of radioactivity to the air, integrating the
various ecosystem components—abiotic media (blue boxes), various functional categories of
wildlife (yellow boxes)—together with the Homo sapiens species and its companion agricultural
species (red boxes), in order to describe radionuclides impact on wildlife and man. Blue arrows
represent purely physico-chemical transfers of radionuclides from abiotic compartments. Black
arrows represent trophic transfers, highlighted in red when these are directed at the Homo sapiens
species. (Redrawn from Bréchignac 2016)
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assessing the potential contribution of radiation to loss of ecosystem services
remains out of reach. An ecosystem approach, by virtue of linking human needs
with ecosystem functions, is consistent with the ecosystem services concept. In
practice, relating ecological risk assessment to ecosystem services would need to be
directed at identifying key drivers (and related endpoints) that are relevant to
ecosystem services in radioactively contaminated ecosystems. The concept has
already been used in other contexts (Nienstedt et al. 2012; Forbes and Calow 2013;
Maltby 2013; van Wensem and Maltby 2013), but only a few preliminary efforts in
this direction have been carried out so far with respect to radiation impact (Von
Wehrden et al. 2012; Gralla et al. 2014). Ways of using the ecosystem approach in
combination with the ecosystem services concept are currently being explored
under the IUR-CERAD joint Task Group (terms of reference available at: www.iur-
uir.org) and will hopefully provide valuable advice in support of further develop-
ments in this direction.

Conclusion

Recent controversies about the ecological impact of environmental radiation, such
as originating from Chernobyl and Fukushima, point to a lack of linkage between
controlled experimentation in the laboratory and in situ studies (Hinton and
Bréchignac 2005; Garnier-Laplace et al. 2013) . This is primarily because they do
not focus on the same endpoints and tend therefore to ignore alternative approaches
to assessing effects of radiation. The former looks essentially at biological effects
(interaction of radiation with molecules, cells, tissues, and whole organisms), whilst
the latter looks primarily at ecological impact of radiation on populations of
interacting species within ecosystems. This cultural gap between both, often sub-
stantiated by scientific disciplines and associated communities which largely
operate in isolation one from the other, needs to be resolved. In fact, the situation is
quite similar to, and/or originates from, the cultural gap depicted above at the start
between the human radiation protection community and that dealing with envi-
ronment protection against radiation.

The ecosystem approach provides a conceptual basis for assembling human and
environmental radioprotection in a justified and coherent manner, therefore inte-
grating scientific understanding gained at various levels, analytical as well as
systemic, towards the ultimate goal of assessing ecological risk in situ. A further
added value of importance, rooted in its ability to link ecological risk assessment to
ecosystem services, will be to provide a powerful and straightforward communi-
cation tool about radiation risk.
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Fukushima-1 and Chernobyl: Comparison
of Radioactivity Release
and Contamination

Tetsuji Imanaka

Introduction

A large amount of radioactivity inevitably accumulates inside the reactor core of
nuclear power plant (NPP) with its operation. When NPP of 1 GWe(electricity)
operates for one day, about 3 kg of nuclear fuel is consumed. Considering that
about 1 kg of uranium/plutonium caused fission at the time of Hiroshima/Nagasaki
atomic bombing, fission products three times larger than those of Hiroshima/
Nagasaki bombs accumulates every day in the reactor core of NPP. Therefore,
about 1000 kg of fission products exists inside the reactor after one year of oper-
ation. The worst situation considered at NPP is an accident that would release
radionuclides accumulated in the reactor core directly into the environment. From
the beginning of NPP development, the following two accidents have been con-
cerned to result in such situation:

• Power surge accident as a result of failing to control fission chain reaction
• Cooling failure accident as a result of losing coolant to remove decay heat from

the core

The accident on April 26, 1986 at the fourth unit (RBMK, 1 GWe) of the
Chernobyl NPP, USSR was a power surge accident that resulted in the immediate
destruction of the reactor core and the building. With subsequent fire of the graphite
blocks used as neutron moderator in the core, a large amount of radioactivity release
continued about 10 days (USSR 1986).

The Fukushima-1 accident was a cooling failure accident triggered by the
tsunami after the Magnitude-9 earthquake on March 11, 2011 (Japanese
Government 2011; NAIIC 2012; TEPCO 2012). When the earthquake occurred at
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14:46 on March 11, three units (BWR, Unit-1; 460 MWe, Unit-2 & -3;
784 MWe) out of six units at the Fukushima-1 NPP were in operation. All three
reactors were automatically shut down when the seismic waves arrived at the site.
Then about 40 min later, a series of tsunami wave hit the Fukushima-1. As a
results of the earthquake and tsunami, all AC power, including offsite power lines
and emergency diesel generator (EDG), were lost from Unit-1 to Unit-4.
A long-time blackout was stipulated as unnecessary to be considered in the safety
regulation documents, but it really happened. Decay heat from accumulated
radionuclides could not be removed from the cores, which led to meltdown of
nuclear fuels and melt-through of reactor pressure vessel (RPV) of Unit-1 to
Unit-3. The hydrogen explosion occurred at Unit-1 in the afternoon of March 12
and in the morning of March 14 at Unit-3. On March 15, the largest radioactivity
release during the Fukushima-1 accident occurred at Unit-2 due to failure of the
containment.

Both Chernobyl and the Fukushima-1 are classified as Level-7, the worst acci-
dent according to the INES (International Nuclear Event Scale) by IAEA.

Accident Process

Chernobyl

In the early morning of April 25 1986, operators in the control room of the Unit-4
of Chernobyl NPP started the procedures to stop the reactor for the first time since
the reactor began operating in December 1983. An experiment of an electric power
generator using a free-wheeling turbine was scheduled at the time of the reactor
shutdown. The aim of this experiment was to get emergency power for a short
period before the diesel generator could provide emergency power in the case of a
power failure accident. Table 1 summarizes the chronology at the initial stage of the
Chernobyl accident (USSR 1986, 1991).

An emergency event started at 01:23 40′ on April 26 when the operator turned
on the AZ-5 button to shut down the reactor by inserting all control rods into the
core. Contrary to the intension of the operator, a positive scram phenomenon led to
a small power surge at the lower part of the core, damaging nuclear fuels and
channel tubes. Following the rupture of channel tubes, a large amount of vapor
appeared at the core. Then, a bigger scale power surge was caused by the effect of
positive void coefficient of reactivity, which led to explode the reactor and
destroyed the building. According to the analysis after the accident, the explosion
was supposed to occur 6–7 s after turning on AZ-5. Eyewitnesses outside the
reactor building said that there was a series of explosion like fireworks up into the
night sky.

Graphite in the reactor core began to burn after the initial explosion. This fire
continued about ten days releasing radioactivity accumulated in the core.
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According to the USSR report (USSR 1986) presented at the IAEA
(International Atomic Energy Agency) conference held in August 1986 in Vienna,
the main cause of the Chernobyl accident was described as an incredible combi-
nation of serious violations of regulation by the reactor operators. Five years later, a
special committee of the USSR parliament reinvestigated the Chernobyl accident
and found that the principal reasons of the accident were the design defects of
RBMK reactor (USSR 1991). It also concluded that responsibility for the accident
lay with the authorities who knew the defects of the reactor and did not take
effective countermeasures.

Table 1 Chronology at the initial stage of the Chernobyl

Time Event

01:00 April 25 Beginning of power reduction from the nominal power of 3.2 GWt

13:05 One of two turbines (No. 7) was separated at 1.6 GWt

14:00 Lifting of ECCS system. Following the request from the central grid
controller in Kyiv, power reduction was stopped and kept in operation at
half a nominal power

23:10 Restart of power reduction

00:00 April 26 Change of shift member at the control room

00:28 The operator failed to control the power and it reduced to almost zero,
although the experiment was planned at the power level of 700 MWt

*01:00 After the efforts to increase power by withdrawing almost all manual
control rods, the power seemed stabilized at 200 MWt. Operators decided
to conduct the generator test under the planned power

01:03, 01:07 In addition to six primary pumps in operation, two more pumps were
switched on. In total eight pumps began working

01:23 At this moment, the reactor was in an extremely unstable condition due to a
small value of reactivity control margin as well as a big ‘positive void
coefficient’ intensified at low power level. Operators, however, could not
understand the situation

01:23 04′ The generator test began by closing the steam valve to No.8 turbine.
Coolant flow of four pumps connected the test generator gradually
decreased and steam production increased a little, the effect of which were
compensated by a small increase of pressure and automatic insertion of
control rods

01:23 40′ Chief of the shift pushed AZ-5 button (all control rod insertion)

01:23 43′ Alarms for ‘power increase rate high’ and ‘power level high’

01:23 46–47′ Alarms for no power supply to pumps, flow rate reduction, high pressure
and high water level in the steam-water separator, and failure of power
control system

01:23 49′ Alarms for high pressure in the reactor vault, which meant rupture of
technical channels. Alarm for power loss of control rod drive and failure of
automatic control rod drive

01:24 It was written in the operator log, “01:24 Strong explosion. Control rods
stopped before reaching the bottom. Power was lost for control rod drive”
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Fukushima-1

Chronology at the initial stage of the Fukushima-1 accident is shown in Table 2
(Japanese Government 2011; NAIIC 2012; TEPCO 2012). AC power was lost
because of offsite power loss due to the earthquake and emergency power loss due
to the tsunami. In order to cope with such situation, emergency core cooling sys-
tems working without AC power were equipped at the Fukushima-1 NPP. Isolation
condenser (IC) and steam-turbine driven high pressure core injection system
(HPCI) were at Unit-1. Steam-turbine driven reactor core isolation cooling system
(RCIC) and HPCI were at Unit-2 and Unit-3. However, they were designed to work
only for short period, and AC power to control them was lost at Unit-1 and Unit-2.
Capability to cool the reactor core was lost in the order of Unit-1, Unit-3 and
Unit-2. When decay heat cannot be removed from the core of BWR, the sequence
will proceed as follows:

1. Increase of temperature and pressure of the primary coolant water,
2. Safety release valve (SRV) open and leakage of coolant water from the primary

loop,
3. Decrease of water level in reactor pressure vessel (RPV),
4. Exposure and temperature increase of fuel rods, beginning fuel damages and

radionuclide release into coolant,
5. Zirconium-water reaction, producing hydrogen and more temperature increase,
6. Meltdown of nuclear fuels and accumulation of molten materials at the bottom

of RPV,
7. Melt-through of the RPV bottom wall and fall of molten materials on the floor of

drywell containment (D/W),
8. Increase of D/W pressure, possibility of containment rupture or Chinese

syndrome.

At Unit-1, both IC and HPCI did not work effectively because AC power to
control them was not available after the tsunami. Meltdown and melt-through of
Unit-1 occurred in the evening of March 11. High pressure of containment was
found in the midnight of March 11 and continued up to the afternoon of March 12.
After venting of the containment pressure, hydrogen explosion occurred at the
upper floor of the reactor building.

At Unit-3, DC power survived the tsunami attack. Decay heat removal was
maintained by RCIC up to 11:36 March 12. Then HPCI automatically began to
work. Operator tried to switch the core cooling from HPCI to fire engines. But it
took several hours to open SRV before the water injection from engines and the
core damage at Unit-3 began in the morning of March 13. Hydrogen explosion at
Unit-3 occurred at 11:01 March 14.

At Unit-2, RCIC was working at the time of tsunami and continued to work up
to 13:25 March 14. After RCIC stopped, the situation worsened rapidly as the water
level decreased and pressure increased in RPV. In the evening of March 14,
pressure of drywell containment (D/W) began to increase to the same level as RPV,
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which meant the melt-through of RPV. Vent was unsuccessful and D/W pressure of
700 kPa continued during the midnight of March 14. Then, at 11:25 March 15 it
was found that the D/W pressure of Unit-2 dropped to 150 kPa. During this period,
failure of the Unit-2 containment caused the most serious radioactive release during
the accident. At 09:00 March 15 radiation dose of 12 mSv/h was recorded at the
gate of the Fukushima-1 site.

Table 2 Chronology at the initial stage of the Fukushima-1 accident

Time Event

14:46 March 11 Earthquake occurred at 180 km from the Fukushima-1 NPP

14:47 Three reactors were automatically tripped by the seismic signal of large
acceleration. Loss of offsite power. Actuation of all emergency diesel
generators (EDG). Main stream isolation valves (MSIV) were closed at
three reactors

14:50 Isolation condenser (IC) at Unit-1 and reactor core isolation cooling system
(RCIC) at Unit-2 and Unit-3 were started to remove decay heat from reactor
core

15:38 Arrival of tsunami. EDG located in the basement of turbine buildings were
flooded by seawater. AC power was lost at Unit-1 to -4. DC batteries at
Unit-1 and -2 were also damaged

23:00 Increase of radiation dose (1.2 mSv/h) in the turbine building of Unit-1,
which meant a significant damage of the reactor core

02:30 March 12 Pressure of 840 kPa was observed in drywell containment (D/W) of Unit-1,
about twice of the maximum design pressure of 427 kPa

05:14 Increase of radiation level in the NPP site due to radionuclide leakage from
Unit-1

11:36 RCIC of Unit-3 stopped. Then at 12:35, high pressure core injection system
(HPCI) of Unit-3 was automatically actuated

14:30 Vent success at Unit-1. D/W pressure decreased to 430 kPa

15:36 Hydrogen explosion at Unit-1

19:04 Start of seawater injection to the reactor core of Unit-1, using fire engines

02:42 March 13 HPCI of Unit-3 stopped. Rapid increase of reactor pressure vessel
(RPV) pressure

09:08 Opening of safety release valve (SRV) at Unit-3. Rapid decrease of RPV
pressure. Containment venting. Beginning of core damage at Unit-3

14:31 High radiation dose in the reactor building of Unit-3

11:01 March 14 Hydrogen explosion at Unit-3

13:25 RCIC of Unit-2 stopped. Increase of RPV pressure

18:00 Opening of SRV of Unit-2. Decrease of RPV pressure. Beginning of core
damage of Unit-2

18:54 Start of seawater injection to the reactor core of Unit-2, using fire engines

22:50 High D/W pressure of Unit-2 exceeded the maximum design value. Vent
was unsuccessful and D/W pressure of 750 kPa continued

06:00 March 15 Hydrogen explosion at Unit-4

7:00* Decrease of D/W pressure of Unit-2, reflecting a failure of containment.
A large radioactivity release from Unit-2
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Meltdown and melt-through occurred at three units of the Fukushima-1
NPP. The final measure that protected these units from Chinese syndrome was
the water injection by fire engines. The molten fuels and materials are considered to
disperse and form debris on the floor of the containments. The exact situation of the
debris is unknown even after five years from the accident.

Radioactivity Release

Daily discharge of radioactivity by the Chernobyl accident is shown in Fig. 1a
(USSR 1986). Daily discharge of 131I and 134Cs + 137Cs by the Fukushima-1
accident is Fig. 1b based on estimates by UNSCEAR (2014).

Total radioactivity released into the atmosphere is estimated by various
researchers and organizations for both Chernobyl and Fukushima-1. Several
estimations for major radionuclides are summarized in Table 3.
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With regard to Chernobyl, USSR (1986) values are obtained mainly by esti-
mating total depositions within the European part of USSR territory. Seo et al.
(1988) analyzed all available deposition data in the northern hemisphere and
evaluated total deposition within 3000 km from Chernobyl. Estimates by
Chernobyl Forum (2005) are a summary from various studies.

Regarding Fukushima-1, NISA (Nuclear and Industrial Safety Agency) (2011)
estimated radioactivity release based on a computer model simulating meltdown
process of each unit, without referring monitoring data in the environment. So large
uncertainties are considered with NISA estimates. Stohl et al. (2012) uses an
inversion technique that estimates strength of radioactivity source by combining
monitoring data in the environment and results of atmospheric transport simulation
of released radioactivity. They used worldwide monitoring data including CTBT
network. UNSCEAR (2014) is mainly based on Terada et al. (2012) which is also
an inversion study using data obtained in Japan.

Regarding 133Xe, rare gases were easily released from both Chernobyl and
Fukushima-1. A larger release of 133Xe from Fukushima-1 than Chernobyl reflected
simply the difference of the reactor power between Fukushima-1 and Chernobyl:
about 2000 MWe (sum of Unit-1 to Unit-3) vs. 1000 MWe.

It is clear that 131I and 137Cs release from Fukushima-1 were significantly
smaller than from Chernobyl. Comparison of UNSCEAR (2014) with Chernobyl
Forum (2005) indicates that 131I and 137Cs releases from Fukushima- 1 are 7 and
10 % of those from Chernobyl, respectively. Comparison of 137Cs from
Fukushima-1 by Stohl et al. (2012) with that from Chernobyl by Chernobyl Forum
(2005) is 43 %.

Table 3 Estimates of released radioactivity of major radionuclides into the atmosphere:
Chernobyl and Fukushima. PBq

Chernobyl Fukushima-1

USSR
(1986)

Seo et al.
(1988)

Chernobyl
Forum (2005)

NISA
(2011)

Stohl et
al. (2012)

UNSCEAR
(2014)

133Xe 9000 n.a. 6500 11,000 15,300 7300
131I 760 2600 1760 160 n.a. 120
132Te 640 3100 1150 0.76 n.a. 29
134Cs 21 110 47 18 n.a. 9.0
137Cs 37 160 85 15 36.6 8.8
90Sr 8.1 20 10 0.14 n.a. n.a.
95Zr 160 240 84 0.017 n.a. n.a.
103Ru 150 470 168 7.5 � 10−6 n.a. n.a.
106Ru 60- 200 73 2.1 � 10−6 n.a. n.a.
140Ba 300 520 240 3.2 n.a. n.a.
141Ce 130 310 84 0.018 n.a. n.a.
239Np 1900 5900 400 0.076 n.a. n.a.
239Pu 5.2 9.3 0.013 3.2 � 10−6 n.a. n.a.

n.a.: not assessed
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Regarding 90Sr, 239Pu and other radionuclides, far less amounts of radioactivity
release are estimated from Fukushima-1 than from Chernobyl, which reflects the
difference of the accident process. In the case of Chernobyl accident, the explosion
occurred inside the reactor core and the reactor materials such as nuclear fuels, graphite
blocks were dispersed into the atmosphere. Therefore, the composition of discharged
radionuclides from Chernobyl was similar to that in the reactor core. Meanwhile, the
reactor cores did not explode in Fukushima-1 and radioactivity discharges were mostly
gas and volatile radionuclides emitted from the damaged and melted reactor cores.
Two hydrogen explosions occurred at Fukushima-1 under the roof of the reactor
building of Unit-1 and Unit-3. But they were not inside containment vessels.

It is also noted here that liquid radioactivity directly released into Pacific Ocean
by the Fukushima-1 accident is not considered in this study.

Ground Contamination

Radionuclide Composition

Reflecting the difference of radionuclide composition released into the atmosphere,
the composition of ground contamination was also different between Chernobyl and
Fukushima-1. Izrael et al. (1987) reported the radionuclide composition of the
ground contamination within 100 km from the Chernobyl NPP, which indicates
that the composition changed depending on direction and distance from
Chernobyl NPP. In Table 4 the ground contamination of major radionuclides
contributing gamma-ray exposure above ground is shown as relative deposition
ratios to 137Cs for the near western area of the Chernobyl NPP where the initial
plume passed over on the first day of the accident. Relative deposition ratios around
Fukushima-1 are also shown in Table 4, values of which are taken from UNSCEAR
(2014) as representative for all Japan except the southern trace from Fukushima-1.

Far less ground contamination of 90Sr and 239,240Pu around Fukushima-1 com-
pared with Chernobyl was confirmed by the measurement of soil samples. Table 5
shows 90Sr, 239,240Pu and 137Cs contamination in soil taken in Iitate village located
30–40 km from the Fukushima-1 site (Imanaka et al. 2012) together with those in
Kyiv about 110 km from the Chernobyl site (Garger et al. 1996). Deposition of 90Sr
and 238,240Pu in Kyiv are 23 and 0.6 % of 137Cs, respectively, while they are 0.04–
0.05 % and 10−5–10−6 % of 137Cs in Iitate.

From the point of long-term effects of radioactive contamination in the environ-
ment, 137Cs is the most important radionuclide for both Chernobyl and Fukushima-1.
The area severely contaminated by 137Cs by two accidents is compared in Table 6
(Imanaka and Kawano 2009; Sawano et al. 2013). Roughly speaking the contami-
nated area around Chernobyl is more than 10 times larger than Fukushima-1. It is
noted, however, although Chernobyl is surrounded by land, the eastern half around
Fukushima-1 is Pacific Ocean and most of discharged radioactivity is considered to
stream toward the ocean by prevailing westerlies over Japan.
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Table 4 Deposition ratios of major radionuclides to 137Cs, contributing gamma-ray exposure at
1 m above ground

Radionuclide Half life Exposure rate
conversion factor
(nGy h−1)/(kBq m−2)

Relative deposition ratio to 137Cs

Chernobyl
(Izrael et al.
1987)

Fukushima-1
(UNSCEAR 2014)

95Zr 65.5 d 2.82 20 –
95Nb 35.0 d 2.92 20 –
103Ru 39.3 d 1.85 16 –
131I 8.04 d 1.49 18 11.5
132Te 3.25 d 0.79 28 8
132I (2.30 h)a 8.61 28 8
134Cs 2.07 y 5.97 0.4 1
137Cs 30.1 y 2.18 1 1
140Ba 12.8 d 0.57 22 –
140La (1.68 d)a 7.83 11 –
239Np 2.36 d 0.60 120 –

Exposure rate conversion factors are taken from Beck (1980) for a case of 0.16 g cm−2 of
relaxation length for depth distribution. Values for Chernobyl are on the day of the accident, April
26 1986. Values for Fukushima-1 are on March 15, 2011 when the most severe ground
contamination occurred
aThese radionuclides are treated at radioactive equilibrium with parent radionuclides

Table 5 Comparison of 137Cs, 90Sr and 239,240Pu contamination in soil between Iitate village and
Kyiv city

Contamination density, Bq m−2

137Cs 90Sr 239,240Pu

Iitate village: 30–40 km North-West from Fukushima-1 NPP (Imanaka 2012)

Sample 1 1,000,000 390a 0.01

Sample 2 590,000 300a 0.07

Sample 3 2,200,000 790a 0.2

Kyiv city: 110 km South from Chernobyl NPP (Garger et al. 1996)

Average of six samples 25,000 5800 160
aMeasured by Kyusyu Environmental Evaluation Association. Values include global fallout

Table 6 Area of severely contaminated land around Chernobyl and Fukushima-1
137Cs contamination level

555–1480 kBq m−2 >1480 kBq m−2

Chernobyl (Imanaka 2009) (km2) 7200 3100

Fukushima-1 (Sawano et al. 2013) (km2) 495 272
137Cs contamination level of 555 and 1480 kBq m−2 corresponds to criteria for compulsory
resettlement and alienation, respectively, around Chernobyl
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Radiation Exposure from Radionuclides Deposited
on the Ground

Based on the radionuclide composition in Table 4, gamma-ray exposure rate at 1 m
above ground is calculated and plotted in Fig. 2a per the initial 137Cs deposition of
1 MBq m−2 for both Chernobyl and Fukushima-1. Radiation exposure conversion
factors from radionuclides on the ground are taken from Beck (1980) for a case of
0.16 g cm−2 of relaxation length as depth distribution and shown in the third
column of Table 4. The initial exposure rate one day after deposition is
700 lGy h−1for Chernobyl, while it is 80 lGy h−1 for Fukushima-1, nine times
smaller compared with Chernobyl. As can be understandable from the data in
Table 4, such radionuclides as 95Z, 95Nb, 103Ru and 140La give significant contri-
bution to radiation exposure during the first year after the accident in Chernobyl. In
Fukushima-1 on the 60th day after deposition 99 % of radiation exposure rate is
due to radiocesiums (134Cs + 137Cs), while the contribution of radiocesiums in
Chernobyl is only 4 % of exposure rate on the 60th day. Interestingly, exposure rate
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for Fukushima-1 exceeds Chernobyl at about 1.5 year after deposition and becomes
almost the same after 10 year. This is due to the different deposition ratio of 134Cs
(half-life; 2.07 year) to 137Cs (30.1 year) between Fukushima-1 (134Cs:137Cs = 1:1)
and Chernobyl (0.5:1). The relative contribution of 134Cs is larger for Fukushima-1
than for Chernobyl.

Cumulative exposures at 1 m above ground normalized to the initial 137Cs
deposition of 1 MBq m−2 is shown in Fig. 2b both for Chernobyl and
Fukushima-1. Cumulative exposure for the first year (365 day) are 500 and 63 mGy
for Chernobyl and Fukushima-1, respectively. Cumulative exposure for 30 year
(10,960 day) are 970 and 500 mGy for Chernobyl and Fukushima-1, respectively.
The contribution of radiocesiums to the cumulative exposure for the first year is 7.4
and 83 % for Chernobyl and Fukushima-1, respectively. For 30 year, they are 49
and 98 % for Chernobyl and Fukushima-1.

From the analysis above, we can say that different composition of ground
contamination between Chernobyl and Fukushima-1 gives different pattern of
radiation exposure mainly during the first year.

Conclusion

Chernobyl was a power surge accident caused by failing to control fission chain
reaction, while Fukushima-1 was a cooling failure accident caused by failing to
remove decay heat from the reactor core triggered by blackout due to earthquake
and tsunami. Reflecting the difference of the accident process, radionuclide com-
position of ground contamination was different between the two accidents. Roughly
speaking, the scale of ground contamination around Chernobyl was more than ten
times larger than around Fukushima-1. On the first day of contamination, radiation
exposure rate per initial 137Cs deposition of 1 MBq m−2 was 700 lGy h−1 in
Chernobyl, while it was 80 lGy h−1 in Fukushima-1, reflecting the difference of
radionuclide composition of ground contamination. Cumulative exposure for the
first year was 500 and 63 mGy in Chernobyl and Fukushima-1, respectively. For
30 year, they were 970 and 500 mGy, respectively.
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Effects of Ionizing Radiation
on Populations and Ecosystems

Stanislav A. Geras’kin, Rudolf M. Alexakhin
and Alla A. Oudalova

Introduction

For an assessment of radiation impact on the environment it is essential to under-
stand clearly: which ecological effects could be observed under different scenarios
of radiation exposure? It is well known that effects of radiation exposure initially
appear at the molecular level. However, this knowledge cannot be directly
extrapolated to populations and ecosystems, since much more complex underlying
mechanisms are involved in their response to stress (Clements and Rohr 2009).
Recent discoveries (Bradshaw et al. 2014) have made an ecosystem-level per-
spective on radioecology more important than ever. Radioecology should clearly
consider consequences of both present and impending heavy radiation accidents
and shifts from a purely descriptive to a more predictive science. Greater consid-
eration of the ecological effects of ionizing radiation should improve our ability to
predict how and when populations and ecosystems will respond to radiation
exposure and recover after that. A better understanding of the radiation-induced
population tolerance and its costs should facilitate the identification of impacted
communities and thus forecast of the ecological consequences of radiation exposure
and determination of the restoration effectiveness.

In this context, a question arises: what are the patterns of radiation effects on the
structure, function, and development of biological communities? Although species
interactions are not the major structuring force in all ecosystems in those situations
where factors such as competition and predation are important, the relative strength
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of these interactions probably influences the respond of ecosystems to radiation
exposure. At present knowledge about the effects of radiation exposure at higher
levels of biological organization is quite comprehensive and worth of being pon-
dered. There are three main sources of such information: nuclear weapons testing,
field studies of effects in ecosystems exposed to powerful sources of ionizing
radiation, and heavy radiation accidents.

Large-Scale Studies of Ecosystems Externally
Exposed to Radiation

The extremely high radiosensitivity of forest ecosystems (particularly, a coniferous
forest) was discovered in the 1950s when yellowed pine needles were noted on the
edge of a pine forest surrounding the experimental c-field of Brookhaven National
Laboratory, the USA, where the investigations of radiobiological effects in plants
were carried out (Sparrow 1966). Simultaneously with these observations, mani-
festation of radiation damage of a pine forest (up to destruction) was observed after
the accident in the South Urals in 1957 (Alexakhin et al. 2004). Experimental
studies which were carried out in the USA, Canada, France and the USSR have
given information about the dynamics of the radiation damage and recovery pro-
cesses in different types of ecosystems. These studies have also enabled estimating
the values of radiation dose, leading to shifts in ecosystems (Alexakhin et al. 1994;
Fabries et al. 1972; Guthrie and Duole 1983; McCormick and Colley 1966; Odum
and Pigeon 1970; Sparrow 1966; Woodwell 1967; Zavitovski 1977). It was found
that a structure of ecosystem changed as a function of dose. The higher dose, the
simpler structure of an ecosystem was observed. Another consistent observation is
the loss of larger, longer-lived species and a switch to smaller, more opportunistic
taxa (Woodwell 1967). Thus, the typical reactions of phytocenosis to irradiation at
high doses are reduction in species diversity, changes in species dominance,
reduction in productivity and changes in a community structure.

A second important conclusion from these experiments is that radiation is a form
of stress which elicits community responses frequently similar to those ones
resulting from other forms of stress (Woodwell 1967). As a result, the changes
observed in an ecosystem after irradiation are caused not only by radiation per se,
but also by the inherent nature of the ecosystem. Therefore, considerable insight
into the basic nature of ecosystems and their ability to withstand or to recover from
stress can be obtained through observations of the irradiated ecosystems. General
outcomes of these experiments form the basis for classifying the main types of
ecosystems by radiosensitivity (Table 1). It is evident that the most radiosensitive
ecosystem is a coniferous forest, while the most resistant is a meadow plant
community.
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Heavy Radiation Accidents

Patterns that we discussed above have been established in the radioecological
studies with external exposure. However, the situation is very different in case of
radioactive fallout, and knowledge gained from previous studies is insufficient to
explain a biota response in this case. So, why cannot the results of experiments with
irradiation of biocenoses be used without corrections for explanation of situations
related to the accidental release of radionuclides?

Radionuclides uptake to natural ecosystems during radiation accidents with the
release of radioactive substances occurs through different pathways, the aerial con-
tamination being the prevailing one. Besides, there may be radionuclides discharge to
thewater environment, as was the case in the accident at the JapaneseNPP Fukushima
Daiichi in 2011. The radionuclides that escaped to the environment during an acci-
dental release enter the biotic and abiotic chains of migration, leading to a dynamic in
time and space distribution of radionuclides in ecosystems. Finally it results in a
complicated space-time dynamics of exposure dose distribution in ecosystems
(Table 2). The most critical situation arises when the maximum doses receive the
most radiosensitive components of ecosystem. Aerial contamination of coniferous
forest is a bright illustration of such radioecological situation. Coniferous trees
generally have a high retention capacity and low turn-over rate for atmospherically
dispersed contaminants (Tikhomirov and Shcheglov 1994). As a result, the highest
radionuclide concentrations and, correspondingly, exposure doses are received by the
aboveground part of plants, in particular, by needles (these are renewal once every 3–
4 years). The combination of increased radionuclide concentration (exposure doses)
and low radioresistance of coniferous is responsible for the maximum radiation
damage observed in this case (the “red” forests in the Kyshtym and Chernobyl
affected regions are most striking examples). Another example comes from the
enhanced radionuclides accumulation in the forest litter. This ecological niche is the
habitat of forest invertebrates, whose juvenile stages are highly radiosensitive.
Ultimately, it predetermines an increased vulnerability of this component of a forest
ecosystem to radiation damages. Indeed, dwellers of forest litter were severely
affected at a distance of 3–7 km from the Chernobyl NPP (Krivolutsky and
Pokarzhevsky 1992). In aquatic habitats, bottom deposits are characteristic of highest
radionuclide concentrations, thus resulting in higher irradiation of benthic organisms.

Table 1 Classification of
ecosystems by radiosensitivity
(Alexakhin 1992)

Type of ecosystem The extent of damage at a dose,
Gy

Low Medium Heavy

Agricultural crops 2 >2 –

Pine forest 2 2–20 >20

Deciduous forest 2 2–100 >100

Meadow phytocenosis 20 20–200 >200

Abandoned grass field 40 40–70 >70
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Radiation effects in ecosystems depend on the species radiosensitivity and a
distribution of absorbed doses within an ecosystem. However, dose distributions
between components of an ecosystem are fundamentally different for situations of
external exposure and radioactive material fallout (Table 2). As a result of these
patterns in dose distribution there are considerable differences in doses absorbed by
biota species, even when they all are presented in the same environment at the same
time. Indeed, in the first year after the Chernobyl accident near the Borschevka
settlement doses to biota species varied significantly, up to 250 times (Fesenko et al.
2005). It is important to point out that doses to a man in this situation would have
been about 50 times lower than the maximum doses got by biota species. So, in this
radioecological situation a man obviously cannot be considered as the most
exposed component of the ecosystem. In addition, different types of radiation (a-,
b- and c-radiation) also result in different consequences for biota and man. It is
especially evident in case of a-emitting radionuclides. For example, in case of
contamination with radionuclides of 235U decay chains, the soil biota species
receive doses 480 times greater than man (Spirin et al. 2013).

A specific feature of heavy radiation accidents is the presence of two periods—
an intensive short-term radiation impact and the subsequent long period with a slow
decline in the dose rate. In radiation-impacted ecosystems two groups of effects are
identified. Primary effects depend on the radiosensitivity of species that comprise an
ecosystem. These effects, depending on the dose, can vary from a slight inhibition
of growth to the death of organisms or even the ecosystem collapse. The ranges of
lethal doses for major groups of organisms are extremely wide and cover several
orders of magnitude (Whicker and Schultz 1982). It is also important that the lethal
dose ranges for different groups of organisms are only partially overlapped.
Therefore, a part of radiosensitive species dies after the irradiation with the suffi-
ciently high dose. In some other species vital functions are suppressed. For
radioresistant species the same dose is harmless or even stimulating. This creates
backgrounds for the formation of secondary effects in the exposed ecosystems.

Irradiation of plants and animals with lethal and sublethal doses results in the
disruption of ecological relationships between the components of ecosystems. Such
effects may act as a trigger of perturbation and lead to consequences that may differ
radically from those ones expected based on effects observed at the organismal
level. Some typical examples of secondary radiation effects are given below.

Table 2 The comparison of the absorbed dose distribution in ecosystems in case of radiation
accident and external irradiation

External exposure of ecosystem Radiation accident

Source of exposure Point source Distributed source

Type of radiation c or neutrons a, b, c in different
combinations

Type of exposure External External and
internal

Distribution of absorbed
doses in ecosystem

Relatively uniform. Dose is decreased
with the distance from the source

Extremely
heterogeneous
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Suppression of the radiosensitive species and intensive development of the
radioresistant ones. In radiation-impacted forest around the Chernobyl NPP,
coniferous died completely because of their high radiosensitivity (Geras’kin et al.
2008). In contrast, a birch and grasses survived. Moreover, more radioresistant
species were actively developing due to an improvement of light, temperature and
nutrition conditions in the dead coniferous forest. In the meadow phytocenoses near
the Chernobyl NPP due to the same reason the relative contributions of the
radioresistant species increased significantly while the total number of plants and
species diversity decreased sharply with the level of radiation exposure (Fig. 1). So,
exclusion of radiosensitive species attenuates the competition for others.

Disruption of trophic relations as a result of the selective death of animals. The
next example came from a survey of gypsy moth populations and its parasite
tahinid flies inhabiting the contaminated with 90Sr birch forest in the South Urals.
From Fig. 2 it becomes evident that radioactive contamination can have both
positive and negative effects on the consecutive trophic levels. Indeed, the infes-
tation of caterpillars with parasites decreases, while their survival rate increases
with the level of radioactive contamination. These effects become evident at levels
of radioactive contamination over 1 MBq/m2. The observed paradoxical effects are
connected with ecology of these related species as well as with features of the
radionuclides distribution between the components of the forest ecosystem. The
caterpillars and the pupae of gypsy moth inhabit the upper tiers of the forest, where
the radiation doses are negligible. In contrast, the pupae of tahinid flies occupied the
litter, where the dose reached up to 70 Gy. So, in this case, the observed indirect
effect, i.e. the increased survival of caterpillars and butterflies with increasing level
of radioactive contamination, caused due to decrease in the number of parasites
affected by radiation.

Fig. 1 Radiation effects in the meadow phytocenoses, Yanov, near the Chernobyl NPP, 1987
(Smirnov and Suvorova 1996). Filled square total number of plants per m2; cross number of
Agrostis syreistschikowii per m2; filled triangle number of Calamagrostis epigeios per m2; filled
diamond number of plant species per 100 m2; D + 15—dose rates were measured on 15th day
after the accident
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A large amount of organic residues leads to increase in the number of insect
pests. This phenomenon was observed in the South Urals, where a sharp increase in
the number of bark beetles was found in the irradiated forest (Alexakhin et al.
2004). In a similar way, in the 30-km ChNPP zone the forest and fruit trees were
seriously injured by pests (Krivolutsky 2000).

Loss of immunity and a nidus of infectious diseases. Over longer periods another
factors come into play. Radiation exposure can have substantial effects on
host-pathogen relationships. These effects are predominantly associated with the
serious damage to the hosts’ immune system caused by ionizing radiation. In
addition, chronic radiation exposure can act as a mutagenic factor that leads to the
emergence of new clones in the populations of pathogenic microorganisms. It
should be borne in mind that the biological and ecological requirements of indi-
vidual host species will have a major influence on both the risk of radiation
exposure and the subsequent degree of altered infection levels with pathogens
(Morley 2012). Loss of immunity in plants and animals in the affected area has
activated a nidus of infectious diseases such as tularemia, encephalitis and fungal
pathogens. Indeed, within the 30-km ChNPP zone decrease in the plants resistance
to disease as well as an accelerated development of new phytopathogenic forms and
races with enhanced virulence were revealed (Dmitriev et al. 2011). In contrast, in a
large area on the border between Belarus and Russia including the heavily con-
taminated Bryansk Region, the higher the contamination with 137Cs was, the lower
the incidence of rabies in wild Canidae was observed, with no rabid animals in
regions contaminated 740–1480 kBq/m2 137Cs or higher (Adamovich 1998).
Although it is not clear what factors are impacting disease epidemiology, it seems
likely that radiation is either directly affecting viral viability or more likely indi-
rectly through a reduction in the numbers of animals acting as a source of infection.
Indeed, in this region wolf litter numbers show a significant negative correlation
with the density of superficial soil contamination (Adamovich 1998).

Fig. 2 Effect of radioactive
contamination on the gypsy
moth populations and its
parasite tahinid flies
(Krivolutsky et al. 1988).
Filled triangle survival rate of
gypsy moth caterpillars,
relative units; open triangle
infestation of gypsy moth
caterpillars by tahinid flies,
relative units
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Therefore, the type and magnitude of indirect effects of radionuclides can
depend on an ecosystem composition, and many other ecological factors can be
much more important than radiation. Overall, the disturbances of ecological
interrelations are induced by the following factors: (1) changes in microclimatic and
edaphic conditions; (2) disturbances in the synchronism of seasonal phases in the
development of ecologically connected groups of organisms; (3) an imbalance in
food interrelations between consumers and producers; (4) changes in the biological
pressure as a result of species differences in radioresistance; (5) loss of immunity
and the accelerated development of new pathogenic forms and races with enhanced
virulence. In addition, radiation-induced alterations in affected ecosystems are able
of making open ecological niches for immigration of new species. These indirect
effects cannot be deduced solely from the effects on individuals. Therefore, the use
of ecological knowledge is essential for understanding the responses of populations
and ecosystems to radiation.

Radioadaptation

Populations inhabiting a contaminated site may be subjected to selective pressure,
and this may result in their improved resistance to pollution (Geras’kin et al. 2013).
A comparison of radiosensitivity of populations among sites can thus provide the
evidence of adaptation, if it is possible to show that individuals from a contaminated
site display elevated resistance and that differences in resistance between populations
have a genetic basis. Laboratory studies of repair inhibitions, dose-effect relation-
ships for low- and high-LET radiations, measurements of an unscheduled DNA
synthesis and an efficacy of the single strand breaks recovery suggest that the
divergence of populations in terms of radioresistance is based on selection for the
increased effectiveness of repair systems (Shevchenko et al. 1992). Another study of
the possible mechanisms of adaptations to radioactive contamination (Kovalchuk
et al. 2004) showed extremely low (more than 10-fold) recombination level and a
higher level of the global genome methylation in chronically irradiated plants that
may have prevented extensive genome rearrangements.

Evidence for the rapid evolutionary changes in plants in response to an envi-
ronmental stress is widespread in the literature. For example, seeds from the Scots
pine populations growing in the vicinity of the ‘Radon’ radioactive waste storage
facility showed (Fig. 3a) a higher resistance to the additional c-ray exposure than
seeds from the reference population, although the impacted populations are char-
acterized by the increased frequency of aberrant cells (Geras’kin et al. 2005).
Kalchenko and Fedotov (2001) got similar results in studies of the acute c-radiation
resistance of Scots pine seeds collected in the 30-km Chernobyl NPP zone in 1997.
Rapid evolution of mountain birch towards the heavy metal resistance was also
observed around two subarctic copper-nickel smelters (Eranen 2008).

Evolutionary adaptation can be rapid (Levinton et al. 2003; Hendry et al. 2008)
and potentially helps species withstand the stressful conditions or realize
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opportunities arising from the change of ecological situation. However, this rule does
not apply to all the cases. The challenges are to understand when evolution will occur
and to identify potential winners as well as losers, such as radiosensitive species
lacking the adaptive capacity in the particular radioecological situation. Contrary to
the increased radioresistance of seeds from plant populations inhabiting radioac-
tively contaminated territories described in Shevchenko et al. (1992) as well as
Kalchenko and Fedotov (2001), no significant and reproducible in time difference in
resistance to subsequent c-ray exposure was found (Fig. 3b) between seeds collected
from the reference and exposed Scots pine populations from the Bryansk Region
affected by the Chernobyl accident (Geras’kin et al. 2011). Similarly, the seeds from
the crested hairgrass populations from the Semipalatinsk Test Site that have been
experiencing radiation exposure for more than a half century and are bearing the
increased levels of cytogenetic abnormalities did not show (Fig. 3c) any reliable
increase in resistance to the additional c-ray exposure (Geras’kin et al. 2012).

0

2

4

6

8

1999 2000 2001

A
B
C

0

5

10

15

20

25

2003 2004 2006

0,031

0,015

0,79

2,61

10,4

14,8

*

***

0

10

20

30

40

2005 2006 2007

0.5

0.6

0.8

30.2

* *

*

(a) (b)

(c)

Fig. 3 Frequency of aberrant cells in seedling meristems after the acute c-exposure of seeds
collected from the chronically exposed plant populations: a a root meristem of Scots pine
seedlings, a vicinity of the ‘Radon’ radioactive waste storage facility, 15 Gy (Geras’kin et al.
2005); b a root meristem of Scots pine seedlings, the Bryansk Region, 15 Gy (Geras’kin et al.
2011); c a coleoptile of crested hairgrass, the Semipalatinsk Test Site, 68.8 Gy at 2970 Gy/h in
2005 and 2006, 50 Gy at 39 Gy/h in 2007 (Geras’kin et al. 2012). C and B the technogenically
impacted populations, A the reference population. In legends estimated dose rates at the plots are
given in lGy/h. Asterisk difference from the reference population is significant, p < 0.05
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A considerable variation in the dose rate of acute irradiation (more than 70 times,
from 2970 Gy/h to 39 Gy/h) did not change the conclusion.

The absence of adaptation to chronic radiation exposure documented in some
plant populations raises questions about the conditions under which radioadaptation
might be expected. Which factors might constrain or promote adaptive responses?
If they occur, will these responses be sufficient to keep up under the radioactive
contamination conditions?

An adaptation to the radioactive contamination is equivalent to an increase in
fitness under chronic exposure to radionuclides, however, the adapted population’s
fitness may be decreased in normal conditions (Hickey and McNeilly 1975;
Diaz-Ravina and Baath 2001; Levinton et al. 2003; Eranen 2008). With such a
negative correlation between the resistance and a fitness-related trait, selection for an
increased resistance automatically decreases the fitness. This additional cost of
increased radioresistance may be a consequence of antagonistic pleiotropic effects
(Shirley and Sibly 1999) or may arise at the physiological level since the metabolic
energy has to be used to produce the adaptive trait even when it is not required
(Levinton et al. 2003). As a result, there are situations when resistance to environ-
mental changes does not evolve or does not persist. Moreover, an adaptation is often
observed in one species but not found in others, despite an equivalent opportunity
and exposure conditions (Bradshaw 1991). Indeed, in the South Urals radioactive
trace, the radioresistance increased 3–4 times in radiosensitive plants, but remained
practically unchanged in radioresistant species (Shevchenko et al. 1992).

The response of populations to radiation exposure depends on many factors: a
type of an organism and its associated ecological niche, the radioresistance level
and the way of reproduction as well as the biophysical properties of radiation (the
relative biological effectiveness, the linear energy transfer, dose rates, etc.). An
improved DNA repair capacity and an ability to germinate under the abiotic stress
(salinity and accelerated ageing) were shown in seeds embryos of evening primrose
growing near the Chernobyl NPP on sites contaminated with c- and b-emitters,
while on the a-, b- and c-contaminated site such adaptation was not found
(Boubriak et al. 2008). This corresponds to findings about the successful adaptation
of wild vetch populations on sites highly contaminated with b-emitters, but not with
a-emitters (Syomov et al. 1992). It seems that if we examine radioadaptation in
nature, we find as much evidence of its existence, as we do for its absence.
Consequently, there are good theoretical and practical reasons for more attention
being paid to the mechanisms by which populations become more radioresistant,
and to those situations where radioadaptation does not appear.

Ecosystem Approach in Radioecology

The current approach for protecting environment against radiation relies on
organism-level endpoints (ICRP 2008), and this approach is not matched with the
stated protection goals of the international agencies: preserving life sustainability
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through protection of an ecosystem structure and functioning (Bradshaw et al.
2014). In addition, as described above, exposure to radionuclides can trigger
non-linear changes in an ecosystem structure and function that cannot be predicted
from effects on the individual organisms. These phenomena are particularly relevant
when considering the potential long-term ecological effects of chronic radiation
exposure. Such impacts may not be manifested as the results of direct radiobio-
logical effects on individual organisms, but rather than the consequence of indirect
effects resulting from differences in sensitivity of different species, potentially
leading to changes in the habitat structure or alteration of the trophic relationships.
Although radioecologists discovered the potential importance of indirect effects
long time ago (Woodwell 1967; Brechignac and Doi 2009), these effects have
remained understudied and not thoroughly included into the radioecological risk
assessment. The development of the Ecosystem Approach to radiation protection
would eliminate this inconsistency.

To effectively use the Ecosystem Approach proposed by the International Union
of Radioecology (Brechignac et al. 2012), we should focus on a community of
interacting species exposed to radiation rather than on a small set of species con-
sidered in isolation. Either the reference organisms or the Ecosystem Approach
taken alone would not be able to cover all issues relevant to the environment
protection. Each of them has its own advantages and limitations, but they recip-
rocally complement each other when used together, that allow meeting the overall
protection goals. The Ecosystem Approach can complement the reference organism
conception by enhancing its ecological contextualization and in this way facilitates
an identification of the key species whose loss or decline could trigger secondary
extinction. Also the Ecosystem Approach can be used for an identification of the
fragile communities where the loss of species could cause a considerable reduction
in the system stability. For example, keystone species that modify the resource
dynamics, the trophic structure, and the disturbance regimes have the greatest
potential to affect the ecosystem processes. Thus, protection of these species is
essential for the ecosystem preservation. If an ecologically important species
belongs to the most sensitive to radiation exposure, like coniferous, its elimination
will have disproportional effects on the ecosystem function (Alexakhin et al. 2004;
Geras’kin et al. 2008). Methods for managing indirect effects and for detecting
adverse changes in ecosystems before they become severely affected have been
developed now (Scheffer et al. 2009; Clements and Rohr 2009; Knights et al. 2013).

There seem to be no visible harmful ecosystem-level effects that can be attrib-
uted to radiation in the conditions of normal operation of nuclear facilities.
However, indirect responses at population and ecosystem levels are routinely
observed at dose rates occurring in case of the heavy radiation accidents (Alexakhin
et al. 2004; Geras’kin et al. 2008). In general, the complexity and non-linearity of
the ecosystem structure and functioning could lead to unexpected consequences
from stressors’ effect which otherwise appear harmless when assessed within a
narrower context of the traditional organism-based approach. Regulatory structures
and approaches to protecting the environment from the ionizing radiation still
basically are related on outcomes which cannot completely cover the risks, which
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are prevalent in the real ecosystems. The ecological risk assessment is a
system-level problem that cannot be simplified to reductionism. Supplement of the
upward idea of the reference species approach by the top-down Ecosystem
Approach therefore would enhance quite seriously the scientific relevance of the
methodology of radioecological risk assessment.

Conclusion

Many of the questions in the radioecology and the techniques applied to address
these questions remain solidly entrenched in a reductionist philosophy. An
improved understanding of the basic ecological concepts such as the species in-
teractions, stability-diversity relationships, and the food-web structure has enhanced
the ability to predict effects of radionuclides in the populations and ecosystems. One
of the reasons why the ecological effects of radiation exposure might be slow to
attract a great attention is the extreme level of complexity associated with the
Ecosystem Approach in radioecology. Therefore, considerable advances in our
understanding of fundamental ecology could still be necessary for this approach to
have widespread and consistent predictive abilities.

The role of the microevolutionary processes in a population’s response to the
low-level chronic exposure is still not clearly understood. Natural populations can
respond to the radioactive contamination not only by the enhanced level of genetic
alterations and reduction in the reproduction ability but also by radioadaptation,
which means the physiological acclimation or changes in the sexual, age or genetic
structure of a population. As a result, man-made pollution may result in the
improved resistance to pollution. However, there are radioecological situations
where enhanced radioresistance does not evolve or does not persist. Therefore, a
clear understanding of the exposure history has a fundamental importance to predict
how populations and ecosystems will recover from the radiation exposure.

Since radioadaptation plays an important role in response of populations to
radiation exposure in natural setting, this information is directly applicable for
predicting a radionuclide’s impacts at the population level and for ecological risk
assessment. This process needs to be considered at developing management pro-
grammes designed to minimize the biodiversity loss under the conditions of chronic
exposure to radionuclides. However, with few exceptions, the importance of evo-
lution tends to be ignored both in a broader discussion about the radiation pro-
tection criteria for the environment and in a development of the new approaches for
the environmental risk assessment.

An integration of basic ecological principles into the design and implementation
of the radioecological research is essential for predicting radiation effects within the
context of rapidly changing environmental conditions. We currently face more
variable environment with greater uncertainty about how ecosystems will respond
to inevitable increases in levels of human use. Human activity has resulted in
simplified ecosystems that rapidly respond to external influences in an
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unpredictable fashion (Folke et al. 2004). Nowadays any release of radionuclides or
a radiation accident, like at the Fukushima NPP, takes place at the time when many
natural ecosystems have already been under pressure from the habitat destruction,
invading species, and the chemical pollution. In such a situation the effects of
radiation exposure may become more harmful and lead to an appearance of adverse
effects at the lower levels of radioactive contamination. Indeed, abrupt changes to
alternative stable states more likely occur in the contaminated ecosystem that are
simultaneously subjected to effects of the global change (Clements and Rohr 2009;
Noyes et al. 2009).

When disturbances are moderate, many populations and ecosystems may be able
to persist through phenotypic plasticity or genetic changes. As anthropogenic
influences intensify, plasticity and genetic adaptation may be pushed to their limits.
As a result, loss of natural resistance caused by long-term chronic exposure may
trigger a threshold response and shift the ecosystem to an alternative state (Scheffer
et al. 2001). Therefore, efforts to reduce the risk of undesired shifts between
ecosystem states should address the gradual changes that affect resilience rather
than focus all efforts into trying to control disturbance and fluctuations. If a state
shift occurs after a threshold is exceeded, recovery may not take place until
radionuclides concentrations are reduced significantly below the levels that trig-
gered the initial shift. In light of possibility of such changes and their implications
for human well-being, the capacities for self-repair of ecosystems can no longer be
taken for granted. Active adaptive management will be required to help sustain or
create desired states of ecosystems.
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The Animals of Chernobyl and Fukushima

Timothy A. Mousseau and Anders P. Møller

Introduction

There have been surprisingly few rigorous tests for radiation effects on natural, wild
animal populations anywhere in the world despite tremendous public interest in
such questions. There are many reasons for this vacuum in knowledge but perhaps
the most significant comes from the largely unsubstantiated statements by
influential intergovernmental reports (e.g. IAEA 2006; UNSCEAR 2013) that the
consequences of both the Chernobyl and Fukushima disasters for natural popula-
tions have been small and inconsequential. This perspective has had the effect of
minimizing broader investigator (and public) interest in the topic and largely
eliminating resources that might have been available to conduct the basic research
needed to rigorously address such questions. In general, resources for research are
only made available following shifts in societal perceptions of the potential risks
and hazards of an environmental threat. An example of such shifts can be seen for
the threats posed by climate change related to CO2 emissions. Investments in
research related to climate change have increased dramatically (and rightly so) over
the past two decades in response to strong lobbying by both the public and the
scientific communities with funding virtually absent prior to 1990 and current
funding levels at more than $2.5B annually for research alone in the United States
(US Government 2013; U.S. Global Change Research Program 1989). One
objective of this report is to help raise awareness of the significant threats to the
environment posed by nuclear accidents and to formally call for greater investment
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in the basic science that is desperately needed before predictions concerning the
longer term risks for flora and fauna, including humans, can be generated.

Until recently, the environmental threats posed by nuclear accidents were
believed to be small and the probability of occurrence of low risk. However,
following the Fukushima disaster of 2011, and recent detailed analyses of overall
accident frequencies (e.g. Wheatley et al. 2015), it is now believed that the chances
of large accidents are far more likely than previously assumed, with another
Fukushima-scale accident or larger predicted by 2065 and a Chernobyl-scale
accident by 2042. If one adds to the discussion the possibility of terrorist actions
involving radiological devices (e.g. atomic or simple “dirty” bombs) (Allison
2010), there are clearly very significant incentives to develop a framework for threat
assessment and the scientific knowledge needed for remediation following any such
event.

Despite the relative lack of funding for ecological research related to nuclear
accidents, the past decade has seen significant developments concerning the
understanding of the genetic and ecological consequences of radiation in the
environment. Here we summarize a few of the key developments as related to
genetic and ecological consequences of the Chernobyl and Fukushima disasters on
wild animal populations.

Genetic Studies in Chernobyl and Fukushima

Perhaps the first test for radiation effects on nuclear DNA mutation rates for a
Chernobyl population used microsatellite markers (i.e. DNA Fingerprints) to
examine de novo mutation rates in barn swallows, Hirundo rustica, by comparing
microsatellite DNA fingerprints for parents and their offspring (Ellegren et al.
1997). This study found de novo mutation rates for this marker in a model bird
species to be two- to ten-fold higher in Chernobyl when compared to control
populations in Ukraine and Italy, a finding that was paralleled by a study of the
offspring of Chernobyl accident liquidators (Weinberg et al. 2001). Surprisingly,
there have been no other similar studies to assess heritable genetic mutations related
to the Chernobyl accident. However, there have been many other studies that have
employed indirect techniques to assess genetic damage (for reviews see Møller and
Mousseau 2006; Zakharov and Krysanov 1996; Yaklokov et al. 2009) and when
taken collectively, there is little doubt that the radioactive contaminants associated
with the Chernobyl disaster have generated genetic damage and increased mutation
rates, with many studies also finding phenotypic effects that were correlated to the
levels of genetic damage reported. For example, Table 1 of Møller and Mousseau
(2006) showed 33 studies that investigated mutations or cytogenetic effects of
increased radiation around Chernobyl compared with control areas in a variety of
plant and animal species. There is considerable heterogeneity in the results, with 25
of the studies showing an increase in mutations or cytogenetic abnormalities.
Several studies showed an increase in mutation rates for some loci, but not for
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others. However, many studies were based on small sample sizes, with a resulting
low statistical power and thus being unable to show differences of 25 % as being
statistically significant. Only four of these studies investigated germ-line mutations
and these all found significant increases.

Møller and Mousseau (2015) have recently extended their studies of mutation
rates in Chernobyl populations and used a meta-analysis to examine the effects of
radiation in Chernobyl across 45 published studies, covering 30 species. Overall
effect size, estimated as Pearson’s product-moment correlation coefficient, was very
large (E = 0.67; 95 % confidence intervals (CI) 0.59–0.73), accounting for 44.3 %
of the total variance in an unstructured random-effects model (Fig. 1). Fail-safe
calculations reflecting the number of unpublished null results needed to eliminate
this average effect size showed the extreme robustness of this finding (Rosenberg’s
method: 4135 at p = 0.05). Indirect tests did not provide any evidence of publi-
cation bias. The effect of radiation on mutations varied among taxa, with plants
showing a larger effect than animals. Humans were shown to have intermediate
sensitivity of mutations to radiation compared to other species. Effect size did not
decrease over time, providing no evidence for an improvement in environmental
conditions. The surprisingly high mean effect size suggests a strong impact of
radioactive contamination on individual fitness in current and future generations,
with potentially significant population-level consequences, even beyond the area
contaminated with radioactive material.

To date, there have been relatively few studies of genetic effects related to the
Fukushima disaster. A recent seminal study of butterflies exposed to radioactive
contaminants associated with the Fukushima disaster found strong evidence for
increased mutation rates as a direct consequence of exposure to radionuclides
(Hiyama et al. 2012). The study by Hiyama et al. (2012) was greatly strengthened
by laboratory experiments that used both internal and external radiation sources,
and these unambiguously validated observations of the elevated mutation rates and
phenotypic effects observed in the field (Møller and Mousseau 2013a). Later studies
by this same group (e.g. Taira et al. 2015; Hiyama et al. 2015) provided additional

Fig. 1 Plot of the 151 effect
sizes of the relationship
between mutation rates and
radiation from Chernobyl,
ordered by increasing effect.
Effect sizes are z-transformed
Pearson product-moment
correlation coefficient
estimates, shown with the
95 % confidence intervals.
The vertical line represents an
effect size of zero. Adapted
from Møller and Mousseau
(2015)
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support for acute and chronic effects of radiation effects, with effects decreasing
over time, possibly due to reduced dose rates after several years. Of particular note
was the suggestion that acquired mutations were in some cases transmitted to
offspring. Collectively, these studies of butterflies provide some of the most rig-
orous and comprehensive analyses of chronic radiation effects in natural
populations.

A recent study of barn swallows living in the Fukushima region measured dose
rates to chicks in nests using TLD dosimeters and radioactivity levels of nesting
materials and related this to genetic damage as measured by the frequency of single
and double strand breaks in DNA of chick red blood cells (Bonisoli-Alquati et al.
2015). Radioactivity of nest samples was in the range 479 to 143,349 Bq/kg, while
total external exposure varied between 0.15 and 4.9 mGy to in nests. This pre-
liminary study found no evidence of greater genetic damage to chicks living in
areas of high dose rates. Unfortunately, the range of exposure to chicks was rela-
tively low with only two chicks found in areas of high dose rates, making this study
inconclusive. There were two reasons for the lack of biological samples from areas
of high radioactivity: First, barn swallow densities were very low in regions of high
radiation following the disaster, and drops in bird numbers were related to ambient
radiation levels. Second, during the 2012 breeding season, most researchers were
not able to access the most contaminated areas because of restrictions on travel
through this region.

Additional support for the hypothesis that low-dose-rate exposures can lead to
elevated mutation rates comes from a recent meta-analysis of the effects of naturally
occurring radioactive materials (NORM) on plant and animal populations around
the world (Møller and Mousseau 2013b). This study surveyed the results from more
than 5000 publications to arrive at 46 studies conducted with sufficient rigor to be
included in the meta-analysis. The observed effect sizes for the 66 characters that
could be extracted from these studies are presented in Fig. 2.

Fig. 2 Plot of the 66 effect size estimates of the relationship between level of natural background
radiation and biological response variables, ordered by increasing effect size. Effect sizes are
z-transformed Pearson product-moment correlation coefficient estimates (Zr), shown here with
95 % confidence intervals. Vertical line indicates overall mean effect size of 0.093. Adapted from
Møller and Mousseau (2013b)
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Although many of the individual effects were small and statistically insignificant
on their own, overall there were many more that were greater than zero than
expected by chance, with an overall average effect size of 0.093 (95 % CI = 0.039–
0.171) indicating that exposure to naturally occurring radiation accounted for about
1 % of the variance in the traits examined. Albeit a small effect, this could still
prove significant on an evolutionary time scale. The principal conclusion from this
analysis was that there is extensive evidence for small, but significant negative
effects of natural variation in background radiation on immune systems, mutation
rates, and disease expression across a range of different animals and plants (Møller
and Mousseau 2013b). Studies of naturally radioactive areas may also provide
opportunities to investigate evolutionary processes of adaptation although no such
studies have been conducted to our knowledge.

Developmental Effects: Albinism, Asymmetry, Brain Size,
Cataracts, Sperm, and Tumors

There is an increasing array of empirical studies in Chernobyl, and now Fukushima,
which document a wide range of physiological, developmental, morphological and
behavioral consequences of exposure to radioactive contaminants. It is presumed
that most of these effects have an underlying genetic basis although in some cases
direct toxicity cannot be ruled out. Among the first visible signs of exposure were
the appearance of wide spots on feathers of birds and perhaps the fur of mammals
(i.e. cattle in Fukushima). These “partial albinos” (also sometimes referred to as
partial leucism) have been well documented for barn swallows in Chernobyl
(Ellegren et al. 1997; Møller and Mousseau 2001), and for a number of other bird
species as well (Møller et al. 2013a). Barn swallows with aberrant white feathers
were first detected in Fukushima in 2012 (Wild Bird Society of Japan 2013) and
were observed in apparently increasing frequencies in 2013. However, such a trend
could be in part related to a “screening effect” due to higher levels of scrutiny for
this trait following the disaster and further investigation is needed (Mousseau et al.,
unpublished data; Wild Bird Society of Japan 2013). Although such partial albinos
are believed to have reduced probabilities of survival (Ellegren et al. 1997; Møller
et al. 2013a), there are sufficient data to suggest that this character can be inherited
and may at least in part result from a mutation(s) in the germ line, based on
parent-offspring resemblance (Ellegren et al. 1997).

Analysis of gametes has served as a proxy for estimates of germ line mutation
rates for several species of birds in Chernobyl. Møller et al. (2004) reported that the
frequency of abnormal sperm in barn swallows was up to ten times higher for
Chernobyl birds as compared to sperm from males living in control areas. They also
found that abnormality rates were correlated with reduced levels of antioxidants in
the blood, liver and eggs of these birds, supporting the hypothesis that antioxidants
likely play a significant role in protecting DNA from the direct and indirect con-
sequences of exposure to radionuclides. And a more recent analysis of Chernobyl
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birds found that in nine out of 10 species examined, sperm abnormality rates were
much larger for birds living in Chernobyl than those living in control areas across
Europe, with the highest damage levels observed for species with longer sperm
(Hermosell et al. 2013), suggesting that sperm abnormalities are likely common for
birds living in radioactive areas. Similar effects on sperm morphology of small
rodents have recently been reported (Kivisaari et al. 2016). Møller et al. (2008)
found that barn swallow sperm swimming ability was negatively related to radiation
levels while Bonisoli-Alquati et al. (2011) found that plasma oxidative status could
predict sperm performance, further supporting the role antioxidants are known to
play in protecting spermatogenesis from the effects of ionizing radiation. Overall
these studies provide convincing evidence that spermatogenesis can be significantly
impacted by low-dose radiation and the resulting male infertility may in part explain
the smaller population sizes of many species that have been documented for the
region (see below).

A recent study of bull sperm and testis from the Fukushima region found no
evidence for significant histological changes in the testes or sperm morphology
(Yamashiro et al. 2013) although this study was very preliminary with only two
bulls from a relatively uncontaminated part of Fukushima represented for the
analysis of sperm.

Many other cell types and tissues have been shown to be affected by Chernobyl
contaminants. Møller et al. (2013a) demonstrated that the frequency of visible
tumors on birds was significantly higher in radioactive areas, presumably reflecting
elevated mutation rates in somatic tissues. Visible tumor rates in birds from
Chernobyl were in excess of 15/1000 birds while tumors have never been reported
for Danish populations despite extensive surveys (0/35,000 birds observed)
(Møller et al. 2013a). In a recent survey of rodents from Chernobyl (Mappes et al.,
unpublished data), the frequency of liver tumors appeared related to radiation dose
as measured by whole body burdens of 137Cesium.

Similarly, the frequency and magnitude of cataract expression in eyes was
related to radiation exposure: birds from areas with high background radiation were
more likely to display opacities in one or both eyes (Mousseau and Møller 2013).
As with radiation-related cataract in humans (e.g. Worgul et al. 2007), there was no
relationship with the age of the birds, supporting the hypothesis that radiation was
the underlying cause of cataract expression. Lehman et al. (2016) recently reported
significantly increased rates of cataracts in rodents living in radioactively con-
taminated regions of Ukraine providing additional support for the use of cataract
incidence as a reliable biomarker for exposure to ionizing radiation.

Other developmental effects that have been reported include reduced brain size
in birds, which is believed to reflect the effects of ionizing radiation on developing
neural tissues (Møller et al. 2011), unusual feather shapes and sizes (Møller and
Mousseau 2003), and abnormal growth formations on feet and beaks (Møller et al.
2007, 2013a). Brain size effects have also been suggested for rodents living in both
Chernobyl and Fukushima regions of high radioactivity (Mappes et al., unpub-
lished). Brain size effects are thought to be related to the relatively high sensitivity
of neural tissue to oxidative stress.
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Population Abundances and Biodiversity in Regions of High
Radiation

A key issue for conservation biologists concerns the fitness consequences of
mutation accumulation and resulting developmental effects that have been observed
for wild populations living in Chernobyl and Fukushima. To this end, we have
conducted demographic studies aimed at documenting population sizes, numbers of
species (i.e. biodiversity), sex ratios, survival and reproductive rates, and patterns of
immigration for animals in both Chernobyl and Fukushima. Because of the highly
heterogeneous nature of radionuclide deposition inside the contaminated regions of
Chernobyl and Fukushima, it is possible to identify areas that represent the full
spectrum of radiation levels, from relatively “clean” uncontaminated habitats all the
way to large areas of very high radiation levels, all within short geographical
distances. This heterogeneity makes it possible to conduct highly replicated tests for
the effects of radiation on biological populations and communities for a single large
scale event. In effect, the distribution of radioactive contaminants, especially in
Chernobyl, is more akin to a mosaic or quilt work than diffusion from a point,
allowing the uncoupling of radiation levels from distance from the source. It is this
lack of geographic structure for radiation levels when combined with multiple tests
for radiation effects across multiple habitat types that permits a sensitive analysis of
radiation effects independent of other biotic and abiotic factors.

Abundance and Diversity of Birds, Butterflies and Other
Invertebrates

Comprehensive surveys of animal abundance and diversity in Chernobyl were
conducted by Møller and Mousseau starting in the mid-2000s. The basic sampling
protocol was a “massively replicated biotic inventory” design whereby point counts
of birds and invertebrates (chiefly, butterflies, dragonflies bees, grasshoppers and
spiders were conducted at about 300 locations across northern Ukraine and
southeastern Belarus in 2006–2008. An identical protocol was used to conduct
surveys in Fukushima at 400 distinct locations in 2011–2014. To date, a total of 896
and 1500 biotic inventories have been generated for the Chernobyl and Fukushima
regions, respectively. In addition to quantitative estimates of animal abundances
and species diversity at each site, a large number of additional biotic and abiotic
factors were measured or estimated including the type of vegetation, the distance to
open water, soil type, ambient meteorological conditions, latitude, longitude, ele-
vation, and time of day. All of these variables were included in a multivariate model
and used to generate predictions for expected numbers of organisms of each species
or group for each location. This model was then used to provide estimates of the
variation in numbers explained by radiation independent of all the other potentially
contributing factors, in essence, a partial relationship between abundance and
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radiation. To our knowledge, this approach has not been used in this way before to
assess radioactively contaminated areas although it has been used for monitoring
bird populations in Europe and North America since the 1960s. This approach is
perhaps the only solution for complex ecological questions of this type, short of
large scale experimental manipulations, which are generally not possible for testing
the effects of nuclear fission products at a landscape scale (although see Odum and
Pigeon (1970) for an overview of a large-scale experimental study of radiation
effects). This approach has the added advantage of permitting assessment of eco-
logical effects even in the absence of pre-disaster baseline data as it uses contem-
porary observations of distribution and abundance from unaffected areas to infer
expected patterns in contaminated areas.

Contrary to popular notions, in 2006–2009 the abundance and diversity of forest
and grassland birds in Chernobyl were dramatically lower in contaminated areas,
showing a dose-response-like relationship, with about one-third as many birds and
half as many species present in high contamination areas relative to that predicted
by the models and abundances found in relatively “clean” parts of the same general
region (Møller and Mousseau 2007a, b, 2011a, b). Although not every species
showed declines with radiation levels, and a few even appeared to be unaffected
(Galvan et al. 2014) and perhaps showed evolutionary adaptation to radiation, the
overall patterns of decline were very apparent and the analyses were statistically
robust. Even birds of prey showed patterns of reduced numbers in contaminated
regions of Chernobyl, although it was not apparent if reduced numbers were a
consequence of direct exposure to radionuclides via ingestion or via indirect effects
on behavior mediated by reduced prey (Møller and Mousseau 2008; Fig. 3). In
addition to population censuses, there are other lines of evidence supporting the
observed declines in population sizes of birds in Chernobyl including changes in
adult sex ratios (more males than females), and reductions by half in the number of
older birds relative to juveniles and one-year-olds (Møller et al. 2012b). In addition,
there was evidence from analyses of stable isotopes in feathers that the Chernobyl
region is acting like a population sink with a higher proportion of immigrants
present than in control areas or when compared to birds in historical museum
collections from the same area (Møller et al. 2006).

Fig. 3 Abundance of birds of
prey during point counts in
relation to ambient levels of
radiation [mR/h, mean (SE)]
at point of observation.
Adapted from Møller and
Mousseau (2008)
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The overall pattern was very similar for birds in Fukushima in July of 2011, with
the strength of the negative relationship between abundance and radiation signifi-
cantly stronger in Fukushima when comparing the 14 bird species that were
common to both regions (Møller et al. 2012a, 2013b). The observed stronger
relationship in Fukushima could reflect the difference between acute and chronic
exposures, with Chernobyl bird populations showing a response to 20 + years of
selection for resistance, or this could reflect the effects of other radionuclides (e.g.
I-131 and Cs-134) that were present at high levels in Fukushima during the spring
of 2011 that are no longer present in Chernobyl.

Field studies in Fukushima were also conducted in 2012–2014, and the initial
analyses showed a strengthening of the negative relationship between ambient
radiation levels and abundance and species richness at a given site over time
(Møller et al. 2015a, b; Fig. 4). Although no comprehensive surveys of raptors in
Japan have yet been conducted, a recent study of goshawk (Accipiter gentilis
Fujiyama) has reported significant declines in reproduction for this bird of prey in

Fig. 4 The relationship
between ambient background
radiation and (a) species
richness and (b) abundance at
a given site in Fukushima
2011–2014. Both species
richness and total abundances
show significant drop-offs in
areas of high radiation.
Adapted from Møller et al.
(2015b)
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Fukushima following the disaster (Murase et al. 2015) although only three study
areas were included in the analysis and thus attribution of the observed effect to
radionuclide exposure is preliminary. Surveys of barn swallows (Hirundo rustica)
showed significant drop-offs in abundance in the more radioactive regions of
Fukushima although preliminary analyses did not indicate any relationship with
genetic damage to blood cells in nestlings (Bonisoli-Alquati et al. 2015).

In the first study of its sort, Garnier-Laplace et al. (2015) calculated dose rates
for 57 species of birds (almost 7000 individuals) living in Fukushima following the
nuclear disaster of March 11, 2011 that were surveyed by Møller et al. (2015a, b).
Doses were calculated based on radiological conditions at the point of observation
and corrected for by including ecological and life history attributes of the species in
the model. Dose was used to predict total number of birds while statistically con-
trolling for potentially confounding environmental variables (e.g. habitat type,
elevation, presence of water bodies; ambient meteorological conditions, time of
day). Total dose was found to be a strong predictor of abundances (P < 0.0001),
which showed a proportional decline with increasing doses with no indications of a
threshold or intermediate optimum (Fig. 5). Overall, the ED50 % (the total absorbed
dose causing a 50 % reduction in the total number of birds) was estimated to only
be 0.55 Gy. Additional important studies of the agricultural importance of
radionuclide distribution in Fukushima can be found in Nakanishi and Tanoi
(2013).

It is interesting to note that as a group, butterflies also showed significant
declines with radiation levels in both Chernobyl and Fukushima (Møller and
Mousseau 2009; Møller et al. 2013b). One might speculate that there is something
peculiar about the female ZW sex determination system shared by birds and
Lepidoptera (i.e. females are heterogametic) that make these groups particularly
vulnerable to mutagenic substances although this idea remains to be tested. One
notion might be that because in these groups the heterogametic sex is responsible
for egg production, mutational load effects on reproduction stemming from

Fig. 5 The relationship
between abundance of birds
and reconstructed dose at 300
locations across Fukushima
Prefecture in Japan, 2011–
2014. Adapted from
Garnier-Laplace et al. (2015)
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mutation accumulation on the Z chromosome are likely to be expressed immedi-
ately following exposure as opposed to species where females are homogametic, as
is the case for most sexually reproducing organisms. This might be particularly
important given the apparent lack of dosage compensation in birds and Lepidoptera
(Parsh and Ellegren 2013). In addition, slightly deleterious mutations may accu-
mulate faster on sex chromosomes than on autosomes (Parsh and Ellegren 2013),
and this could be at least in part responsible for the observed greater sensitivity to
radiation observed in birds and Lepidoptera.

In most other invertebrate groups examined (e.g. grasshoppers, dragonflies, bees,
spiders), population sizes were significantly reduced in areas of high contamination
in Chernobyl 20 + years after the disaster (Fig. 6) while there was no evidence for
similar declines in Fukushima and in fact spiders showed significant increases in
numbers, at least during the first summer following the disaster (Møller and

Fig. 6 Abundance of (a) bumble-bees, (b) butterflies, (c) grasshoppers, (d) dragonflies and
(e) spider webs estimated during line transects in July 2008 in relation to background radiation
(mGy h) around Chernobyl, Ukraine and Belarus. The lines are the linear regression lines.
Adapted from Møller and Mousseau (2009)
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Mousseau 2009; Møller et al. 2013b). It has been proposed that such differences in
the time course for population effects might reflect the consequences of multi-
generational mutation accumulation of recessive deleterious mutations in
Chernobyl (Møller and Mousseau 2011a), which is also consistent with the
immediate effects on birds and butterflies observed in Fukushima. Alternatively,
increases in spider numbers could simply reflect a reduction in predation pressure
(e.g. birds), a finding similar to that reported for large mammals living in the
Chernobyl zone (Deryabina et al. 2015) where the lack of hunting pressure has been
associated with increased population sizes in some species.

Predicting Population Responses from Physiology
and Historical Base-Pair Substitution Rates

Although there is an overall pattern of decline in animal numbers in direct relation
to contamination levels, there is tremendous variability among species in their
apparent sensitivity to radionuclides. Many species show no significant relationship
between contamination and abundance and a few species even increased with rising
radiation levels. Some of the variance in apparent sensitivity can be explained by
differences in life history, physiology, and behavior. For example, for birds in
Chernobyl, long distance migrants, brightly colored species, and species feeding on
invertebrates in the soil, showed the strongest negative responses to radiation
(Møller and Mousseau 2007b). A recent analysis also found that bird species that
used pheomelanin- and carotenoid-based coloration were also particularly sensitive
to radionuclides (Galván et al. 2011). These findings point to a critical role played
by antioxidants in defending against oxidative stress, and a likely physiological
trade-off between biochemical precursors that are used for both coloration and as
antioxidants. It remains to be seen if interspecific variability in population declines
in Fukushima will follow a similar pattern. But overall, the interactions between
antioxidant availability and allocation, and oxidative stress, appear to shape sen-
sitivity and vulnerability of many organisms to the effects of ionizing radiation
(Einor et al. 2016).

Recent evidence suggests that DNA repair may be involved in determining
sensitivity to the mutagenic properties of radionuclides. A recent analysis found a
significant relationship between the strength of population declines of a given
species with radiation and historical mtDNA substitution rates for 32 species of
birds in Chernobyl (Møller et al. 2010). Species with higher substitution rates
showed the greatest declines with radiation levels suggesting that variation in DNA
repair capability may be influencing population success although this hypothesis
remains to be tested experimentally.

In conclusion, the radiological disasters at Chernobyl and Fukushima provide a
unique opportunity to investigate genetic, ecological and evolutionary conse-
quences of acute and chronic exposures to mutagenic sources in natural populations
at regional and landscape scales. Recent advances suggest many small and large
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effects on biological systems from molecules to ecosystems that will likely influ-
ence ecosystem form and function for decades to centuries to come. Recent surveys
of population effects in Chernobyl (Garnier-Laplace et al. 2012) suggest that
populations living under the full range of natural stressors (biotic and abiotic) are
almost 10 times more sensitive to ionizing radiation than predicted by conventional
approaches used by some regulatory and governmental agencies (e.g. UNSCEAR
2013), thus providing some potential insights to the cause of the apparent dis-
crepancy between empirical ecological studies and predictions from conventional
radio-ecological models of radiation effects. The opportunity to compare and
contrast organisms from both Chernobyl and Fukushima provides for a possible
level of scientific rigor (i.e. replication) not previously available for studies of this
sort, as well as analysis of the timeframe over which responses may occur and the
development of predictive models to aid the management and conservation of
biological systems following future nuclear accidents. Given recent advances in
molecular genetic technologies, it seems likely that much new knowledge could be
gained from a sustained and expansive investment in basic research related to the
biological effects of radioactive mutagens within an ecosystem context that could
extend far beyond the disasters at Fukushima and Chernobyl.
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Viability of Plant Seed Progeny
from the East-Ural Radioactive Trace:
Radiation and Weather Conditions

Elena V. Antonova, Vera N. Pozolotina and Elina M. Karimullina

Introduction

Nikolay Timofeev-Ressovsky (1962) has formulated a proposition: the properties
of living systems are determined by the integration of processes and phenomena in
the three organization levels: at the molecular and cellular levels, the genetic
information is recorded and can be changed by irradiation; at the ontogenetic level,
it is implemented in the phenotypes; at the population level, it can be transformed
by means of natural selection.

Our knowledge in this field has been expanded significantly in recent years but
there is a disjoint between the molecular damage and concomitant effects at the
individual and population levels of biological organization (Hinton and Brechignac
2005). New mechanisms of regulation at every level of the organization were
revealed. In addition to genetic damages, there are mechanisms of phenotypic and
genotypic regulations (Boyko and Kovalchuk 2011). At the ontogenetic level, there
are many physiological mechanisms of regulation that could change the final results
(Calow and Forbes 1998). At the population level, we must take into account some
important regulations: (i) species traits; (ii) all types of interpopulation variability:
individual, age, sexual variations; (iii) environmental factors that can change the
radiation effects of biological systems. These factors are divided into biotic ones
like predation, pathogens or parasites (Qin et al. 2011) and abiotic factors such as
temperature, precipitations and so on (Holmstrup et al. 2010). Environmental fac-
tors often exert a physiological background stress that can modify the effects of
pollutants, resulting in so-called “multiple stressor effects” (Crain et al. 2008;
Fischer et al. 2013).
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There are many aspects in the problem of detection of the chronic low-level
radiation exposure effects in natural populations. Yet in this paper we shall look at
just one aspect which is the evaluation of the multi effects of radiation and weather
conditions within certain years (time-dependent variability) on the reproductive
function of several plant species.

The purpose of this investigation was the long-term study of variability of the
seed progeny quality of some herbaceous plants from the East-Ural Radioactive
Trace and background populations taking into account the fluctuation of weather
conditions.

Sites of Investigation

The East-Ural Radioactive Trace (EURT) was formed in 1957 as a result of the
accident at the PA “Mayak” (Russia). About 74 PBq of radioactive substances were
released into the atmosphere. The 90Sr isotope was main pollutant. In 1967, the
EURT area was contaminated again with airborne radioactive sediments from the
Lake Karachay shores. Lake Karachay was used by the PA “Mayak” for dumping
liquid radioactive waste. In this case, 137Cs was the main contaminant (Romanov
et al. 1990; Aarkrog et al. 1997). At the present time, the density of contamination
decreases within the central axis of EURT at a distance of 4–35 km from epicenter:
for 90Sr—from 69,000 to 400 kBq m−2; for 137Cs—from 1500 to 20 kBq m−2; for
239,240Pu—from 200 to 0.7 kBq m−2 (Pozolotina et al. 2012; Molchanova et al.
2014). The contamination levels decrease in the directions from the central axis to
the peripheries by two to three orders of magnitudes (Mikhailovskaia et al. 2011).
The present state of terrestrial ecosystems within the contaminated area is highly
appreciated (Pozolotina et al. 2012). Plant communities of the EURT passed the
main stages regenerative succession, species richness is high. For our investiga-
tions, we have chosen some impact plots located within the central axis (6–18 km
from epicenter) and some buffer plots adjacent to the impact area from the western
and northern sides (15–50 km).

Objects and Sample Collection

Populations exist both in space and in time, therefore, it is necessary to assess not
only the survival of organisms, but also their fertility. Seed progeny of herbaceous
plants is a convenient model for assessing the consequences of radiation effects on
plant populations within areas of radioactive contamination. We investigated
populations of brome (Bromopsis inermis (Leyss.) Holub), motherwort (Leonurus
quinquelobatus Gilib.), starweed (Stellaria graminea L.), campion (Melandrium
album (Mill.) Garcke) and plantain (Plantago major L.) from the most contami-
nated area of the EURT and background territories. M. album is an annual or
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biennial plant, monocarpic, cryptophyte. The other species are perennial, polycarpic
plants, cryptophytes, mesophytes. The seeds of these species were collected from
40–50 plants within each impact, buffer and background populations in period from
2002 to 2014.

Dose Assessment

We assessed the absorbed doses for herbaceous plants from EURT by Erica Tool
(Tier 2) using our own data of 90Sr and 137Cs activity concentrations in plants and
soils. The total dose rates for plants from buffer area exceed the background values
1.5–22.2 (maternal plants) and 1.1–9.6 times (seeds), and from impact one 11.7–
287.6 and 4.7–149.3 times accordingly (Table 1). These values are considered to be
within the low levels of radiation exposure for plant species.

The detailed description of the models and transfer parameters of assessing
radiation doses for different plant species cited in these articles (Karimullina et al.
2013; Antonova et al. 2014).

Evaluation of Seed Progeny Viability and Weather Conditions

Seeds of different species were germinated in roll culture at +24 °C using 12 h
light/dark cycle for a period of 3 weeks. The variations of the seed progeny via-
bility were evaluated by means of seedlings survival. All experiments were repeated
3 or 4 times, and there were a total of 49,772 seeds (from 25 to 100 seeds per each
experimental container).

Weather conditions of different seasons were evaluated using monthly average
temperatures, sum of temperatures of month, sum of effective temperatures, sum of
precipitation, sum of precipitation at effective temperatures and aridity index (I) by
Selyaninov (Oliver 2005). The effective temperature is the daily temperature above
+10 °C. Meteorological data were obtained from two weather stations located close
to background populations (#28440, 56°48ʹN, 60°38ʹE) and EURT areas (#28541,
56°05ʹN, 60°18ʹE).

Table 1 Total dose
rates (lGy h-1) for
investigated plant species
taking into account the natural
background radiation
(0.10 lGy h−1)

Populations Maternal plants Seed embryos

Background 0.102–0.105 0.1003–0.1005

Buffer 0.153–2.33 0.112–0.96

Impact 1.19–30.20 0.467–15.0
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Statistical Analysis

MANOVA was used for statistical hypothesis testing, with Fisher’s (F) multiple
criteria, and the linear correlation analysis (R) in the software package
STATISTICA 8.0 (Weiß 2007). In addition, the method by (Newcombe 1998) and
(Wilson 1927) was used for independent samples.

Results

We have summarized our long-term observations indicating trends of the seed
progeny quality. Table 2 shows the data of comparison of quality of seeds from the
EURT and background samples. Down arrow indicates that the survival rate of
seedlings from EURT was lower than that from background populations. Up arrow
indicates that this parameter of the EURT seedlings was higher than that in the
background samples. Horizontal arrow indicates no significant difference between
impact and background samples. We considered the seed quality of the investigated
species in different years.

Table 2 Trends of seedlings survival rate for five herbaceous species growing at the East-Ural
Radioactive Trace

Species Photo 
Years of investigation
2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014

Bromopsis
inermis

Leonurus  
quinquelobatus 

Stellaria 
graminea 

Melandrium 
album 

Plantago  
major 

Photo of B. inermis is by V. Prokhorov © 2008, L. quinquelobatus is by V. Gumenyuk © 2012, S.
graminea is by V. Gumenyuk © 2009, M. album is by V. Gumenyuk © 2013, P. major is by V.
Gumenyuk © 2014 (all photos are from http://plantarium.ru/)
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Bromopsis inermis. In 2007 we revealed that most test parameters of brome
seedling from EURT area were higher than in background samples. In 2005, 2011
and 2012 the highest quality seeds were matured in background populations.
Detailed characteristics of B. inermis seed quality from the EURT depending on the
weather conditions were described earlier (Antonova et al. 2014).

Leonurus quinquelobatus. The motherwort seedlings survival varied under dif-
ferent weather conditions. For example, in 2009, 2010 and 2014 the seedling
viability in the pollution gradient was reduced comparing to those in background
populations. In other seasons this parameter was increased (2006) or remained
unchanged (2008, 2013).

Stellaria graminea. Some data of the interaction between weather conditions and
starweed seed progeny quality were described earlier (Pozolotina et al. 2010). In
2005, the starweed seed progeny from impact populations were less viable than
those from background one. In the period 2011–2014 this effect was observed
twice. In 2007 and 2014, the opposite dependence was observed: the values of most
tested parameters in background samples were low. In 2008, 2009 and 2012, the
results showed that the average survival rates were similar in all populations (see
Table 2). In 2010, the weather conditions were extremely hot and dry. Plants of S.
graminea from impact populations were not able to reach the flowering phase.
Therefore seed collection of starweed was not sampled.

Melandrium album. Similarly to S. graminea, white campion belongs to
Caryophyllaceae family. The investigation of two species showed that in 2005 and
2013, the survival rates of both plants from the EURT area were less than back-
ground populations, and vice versa in 2007. The offspring survival trends of these
plants mismatched in other years. In 2009, we failed to collect enough M. album
seeds for experiments. The seed capsules were damaged by the moth larva Hadena
bicruris. H. bicruris is a pollinator of M. album, it feeds on immature seeds and
thereby drastically reduces seed production (Wolfe 2002). Weather conditions are
very important for H. bicruris oviposition. The rise of the average day temperature
increases percentage ofM. album plants oviposited byH. bicruris, by almost 3 % for
every degree (Biere and Honders 2006). In 2009 the weather conditions contributed
to raising the number of moths. From 2007 to 2009 we observed increase in the
average day and sum temperature of June (R = 0.99, p = 0.026) and the tendency to
decrease in precipitation of June (R = −0.925, p = 0.248) at the EURT area.

In 2010 (hot and dry summer), S. graminea had no seeds, while M. album had
seeds of high quality (Table 2). This could be explained by ecological differences
(resistance to drought and high temperatures) and peculiarities of reproduction
system of these two species. S. graminea has two types of reproduction (vegetative
and sexual) and perennial cycle of life, whileM. album is mainly germiniparous and
annual or biennial species. Since the formation of seeds is the basic mode of
reproduction of this species, this process seems to be more successful under fluc-
tuating weather conditions. The results of this study were presented earlier
(Antonova et al. 2013).

Plantago major. Over a period of seven years, we identified the decrease in the
plantain seed progeny viability for three times at the EURT area; also opposite
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result was observed for three times. In 2002, the quality of seed progeny from the
radioactive contamination areas and background populations was similar to each
other.

The question arises as to what exactly is the cause of interannual variability of
plant viability? The activity concentration of radionuclides in the soil and plants has
not changed significantly since 2002. Geobotanical observations showed that the
state of phytocenoses was also stable. We have analyzed the weather conditions in
background and impact areas from 2002 to 2014 (Table 3).

Let us now consider the effect of weather conditions on the viability of the seed
progeny of plants during spring and summer months (see Table 3). The significant
impact of weather conditions on the seed quality has been established only in the
background populations of B. inermis. It may be due to the fact that the interannual
variability of seedling survival from chronically exposed samples of B. inermis was
high, exceeding background levels 2–3 times. Seeds of good quality formed with a
small amount of precipitation in May and warm temperatures in June.

Seed progeny of L. quinquelobatus had opposite patterns: the significant effect
of weather conditions on seedling survival has not been ascertained for background
populations. At the same time, high-quality seeds of L. quinquelobatus matured in
the EURT area in warm temperature in July, a sufficient amount of precipitation in
May and a small amount of precipitation in August. The typical dependences of
seed progeny quality on weather conditions (temperature and precipitation) in
maturation period are shown in Fig. 1.

The warm temperature and low amount of precipitation was needed for seeds of
S. graminea (see Table 3). However, the temperature in May and the sum of
precipitation at effective temperature for the summer were significant for the

Table 3 Significant relationships between meteorological factors and survival of seedlings of five
herbaceous plants at the EURT area and background populations

Species Meteorological parameters

Background populations Impact populations

B. inermis T(6), RT(6), RTef.(6) + no

RP(5) −

L. quinquelobatus no T(7), RT(7), RTef.(7), RP(5), I(5) +
RP(8), RP-Tef.(8) −

S. graminea T(5), RT(5) + T(8), RT(8), RTef.(5;8), RP-Tef.(5) +
RP(7), RP-Tef.(7;6-8), I(7;5-8;6-8) − RP-Tef.(7) −

M. album T(5;6), RT(5;6), RTef.(6) + RP-T(7) +
RP(5) − RP(8), RTef.(8), RP-Tef.(8) −

P. major RTef.(5-8;6-8), I(5-8;6-8;7) − T(7), RT(7), RTef.(7) −

RP(7;8), RP-Tef.(7;8;5-8;6-8) − RP(7), RP-Tef.(6;7), I(8) +
Positive (+) and negative (−) correlations (R2 = 0.12–0.66; p = 0.0003–0.039); T—average air
temperatures (number in brackets is symbol of month); RT—sum of air temperatures; RTef.—sum
of effective temperatures; RP—sum of precipitation; RP-Tef.—sum of precipitation at effective
temperatures; I—Selyaninov’s aridity index
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background samples. The temperature in May and August, as well as the sum of
precipitation at effective temperature in May and July, was significant for the impact
populations. Meanwhile the spring precipitation positively affected the seedling
survival and the summer one had a negative influence.

The survival rate of M. album seedlings as well as S. graminea from background
sites was positively correlated with temperature in May and June and had a negative
correlation with precipitation in May. At the same time, the effects for M. album
were opposite in sign to S. graminea at the impact sites. Sufficient precipitation
during the warm days of July and small amount precipitation and fresh temperature
in August were required for M. album populations at the EURT.

An interesting feature of P. major is that the opposite effect of precipitation in
July and August have been observed in the background and the impact areas, as
well as the amount of precipitation at effective temperature for the spring-summer
period. The seeds of high quality were also formed in the P. major background
samples at low spring and summer temperatures and in impact samples at low
temperatures in June. In all cases, the factor of “precipitation” was dominant;
therefore, the impact of the effects of aridity index was similar.

Resume

The results showed that the seed quality of five herbaceous plant species in different
seasons depended on weather conditions. The differences of effects in the back-
ground and EURT populations indicate the specificity of the response to environ-
mental factors in the presence of radioactive contamination. Interaction effects may
be synergistic, antagonistic or additive.

All the studied species have a certain capacity for adaptation to natural and
technogenic factors and respond to a complex of environmental impact within the

Fig. 1 Dependence of the survival seedlings in L. quinquelobatus on average air temperatures of
July (a) and sum of precipitation in August (b) from impact populations
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limits of this capacity. The mechanisms of adaptation are diverse, and each pop-
ulation living for a long time under technogenic stress acquires specific features.
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Microevolution Processes in Antropogenic
Radionuclide Anomalies

Dmitry M. Grodzinsky

There are territories of different size contaminated with fission products of uranium
due to nuclear accidents and nuclear weapons testing in the continent and water
area. Radioactive contamination in these areas is responsible for the existence of
permanent ionizing radiation, and all living beings for many generations are
exposed to chronic exposure in these contaminated areas. There are many examples
of vast territories contaminated with radioactive substances related to the products
of uranium fission. Suffice it to mention the Chernobyl Exclusion Zone, part of the
land and waters of the ocean near the Fukushima Nuclear Power Plant, Bay of the
Kara Sea at the confluence of the Ob River, the eastern part of the Barents Sea near
Novaya Zemlya, places of atomic bomb tests, for example, test site at
Semipalatinsk, south of the Sahara, some Pacific Islands, East Urals radioactive
trace. There are other places heavily contaminated with radioactive substances (Las
Barrios in Spain, Simi Valley, Church Rock and Denver in the USA, Sellafield in
the UK, Mailuu Suu in Kyrgtzstan, etc.). Such territories are named as artificial
anthropogenic radionuclide anomalies.

In the territory of the Exclusion Zone of the Chernobyl Nuclear Power Station,
the dose rate of ionizing radiation is up to 5 mR/h 25 years after the accident in
some places. In the most polluted areas of the Eastern Ural trace 50 years after the
catastrophe the dose varies from 20 to 157 lR/h (Pozolotina et al. 2008). It is not
too hard to calculate the dose values for the first years after the accident for these
artificial radionuclide anomalies.

The accident of nuclear reactors in the Fukushima nuclear power plant is the
cause of severe marine pollution. The sea water samples show activity up to
10,000 Bq/m2. In the soil plot of land near the wrecked power station the con-
tamination with 137Cs reaches 1.5 � 106 Bq/m2.
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Living organisms in areas of nuclear accidents accumulate often very significant
radiation dose due to the accumulation of radionuclides in their tissues.

Chronic exposure is an “alien” factor for autochthonic species of animals, plants
and microorganisms inhabiting these areas because its impact lasts period of time
which is clearly insufficient to adaptation of species populations to this factor.

On our planet, there are areas where the level of ionizing radiation dose rate is
not less than in artificial anthropogenic anomaly. Elevated levels of the exposure
dose of ionizing radiation are observed in many places of the Earth. It has long been
known that water in many mineral springs contain elevated concentrations of
radium and radon. The most famous natural radionuclide anomalies are located in
all continents such as South America, Australia, Europe, and Asia. These areas are
named as natural radionuclide anomalies. They are confined to the deposits of
uranium and thorium located close to the surface. For example, in the state of
Kerala in the municipality of Karanagapalli the coastal exposure dose reaches
3 mR/h. In Brazil, there are deposits of monazite sands from which in the states of
Espirito Santos and Rio de Janeiro the external radiation levels range up to 5 mR/h
(Eisebud 1987). In the Republic of Saha (Yakutia) in Russia on the dumps of
uranium deposit in Elkonsky horst the dose rate reaches 3 mR/h (Zhuravskaya and
Artamonova 2014). Autochthonous flora and fauna existed for many thousands of
years in the natural radioactive anomalies and therefore increased exposure to
ionizing radiation may not be an “alien” factor for them. It is possible that in
exposure to that factor as sufficiently strongly negative the cytogenetic action of
populations of species could somehow adapt. Confirmation of the admissibility of
this idea is the fact that the plants found in the natural radionuclide anomaly do not
form morphological abnormalities while in newly emerging artificial radionuclide
anomaly occurrence of radiation-induced malformations is a mass phenomenon.

There is one very significant difference between artificial and natural radionu-
clide anomalies. Radioactivity in the artificial radionuclide anomaly presented
uranium fission products which are easily digestible elements such as 137Cs, 90Sr,
radioisotopes of iodine, cerium and other. In the natural radionuclide anomaly
radionuclides from the series of 235U and 238U and thorium are substances which
are poorly absorbed by plants and animals. Therefore, the internal exposure dose is
considerably higher for organisms in artificial radionuclide anomalies.

Obviously we have every reason to believe that artificial radionuclide anomalies
are hot spots for the flora and fauna in ecosystems because all kinds of animals,
plants, fungi, bacteria and viruses are affected by chronic exposure to ionizing
radiation throughout their life cycles. Above all things, the increasing doses are
accompanied by an augmentation in the incidence of mutations and this phe-
nomenon has no threshold effect.

The higher yield of mutations is causing the increasing rates of microevolution
processes in areas of artificial radionuclide abnormalities. However, the effect of
ionizing radiation is not limited only by mutagenesis - irradiation accompanied by
the development of a number of additional responses of organisms to radiation
which is associated with multiple increased variability for all living creatures in the
fields of radiation.

278 D.M. Grodzinsky



The fact that the response of cells and multicell systems to the action of ionizing
radiation is reflected by the development of two parallel processes. The first process
is associated with damage of the unique cell ultra structures; the second process
reflects the cell response as an active answer to the perception of radiation as the
alarm signal.

The first process of cell radiation injury is associated with the damages of
molecular targets the most important of which are the chromatin of the cell nucleus,
mitochondrial DNA, cell membrane systems and molecular associates performing
the functions of molecular machines. This way of formation of radiation damage is
very thoroughly investigated as well as and the effects that result from damage to
the molecular targets known as target effects. The second way is the reaction to
irradiation as complex active responses of cells and multicultural systems on the
perception of radiation as a signal of cytogenetic threat. It is investigated less
thoroughly. Briefly described ways of the formation responses of cells and multi-
cellular organisms to irradiation are shown in Fig. 1.

Targeted effects are revealed in the appearance of chromosome aberrations, point
mutations, impaired cell membranes, inhibiting the synthesis of proteins and other
substances, distortion of bioenergetic processes. These damages to a certain extent
can be loosened by means of processes of reparation. In particular, single-strand and
double-strand DNA breaks and other types of damages in this molecule are exposed
to reparation. Reparation of membranes occurs by accelerating the membrane flows
and increasing the intensity of lipid synthesis. Repair of “molecular machines” is
provided by the self-assembly processes using macromolecules de novo synthesized.
Obviously, differences in the radioresistance of species are due to both affection
targets and the ability to repair all types of radiation damage to the targets.

Apparently the radioresistance in species populations can be increased as a result
of a long natural selection for improved ability of repair systems to perform their
functions. However, in order to be able to implement adaptation of the population to
high levels of radiation many generations should be replaced and therefore a lot of
time will be required for these results, especially for species with long ontogenesis.

Fig. 1 Two ways of radiation effects formation
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Nontargeted effects are of an entirely different nature compared with the
responses of the target effects in cells and multicellular organisms. The appearance
of damaged molecules in irradiated cells is perceived by cells as a signal of cyto-
genetic threat arising in the environment. The organism cells actively respond to this
signal, and a complex process whose aim is to reduce the risk of wreck of species
from the negative impact of radiation begins in cells and multicellular systems.

We see the fact that this process is really happening in the results of experiments
in which there is a substantial acceleration of the exchange of ribonucleic acids.
This exchange is determined by the inclusion of labeled on carbon uridine in the
composition of the molecules. Protein biosynthesis accelerates after the irradiation
that can be seen by observing incorporation of labeled precursors into the protein
molecules (Kolomiets 2010). The results of experiments with labeled precursor of
RNA are shown in Table 1.

These data indicate that active non-targeted reaction is developed in response to
irradiation. Really, amplification of RNA biosynthesis occurs in parts of the plant
that are not directly exposed to irradiation.

Active response of cells and multicellular systems to irradiation appears mainly
in the formation of two strategies to adapt to high levels of radiation as an alien and
harmful stress factors. One strategy is to improve the radiation stability of the
individual. This is so-called ontogenetic adaptation. In particular, it is shown in
radioadaptation. The essential point of radioadaptation is to improve the radiation
stability through a variety of processes including synthesis of DNA repair enzymes,
increasing the concentration of antioxidants and other substances that together form
a natural background radioresistance. In addition to these biochemical mechanisms
of radioresistance that increase cellular processes participate in radioadaptation
namely stretch presynthetic phase in the cell cycle that improves DNA reparation.
They increase a potency of repopulation recovery and intensification of cell
selection as a way to reduce the genetic load in the cells of the organism.

A fundamentally different type of adaptive adaptation called phylogenetic plays
an important role. Its aim is to increase the genetic and epigenetic diversity within
species that is needed to create a wealth of material for natural selection to increased
radioresistance. The diagram which illustrates two adaptation strategies in popu-
lations is shown in Fig. 2.

The ratio between the two paths of the organism’s reaction to the action of
radiation essentially depends on the dose and the method of irradiation. The first

Table 1 The changes of the
specific activity of total RNA
in pea roots after irradiation
aboveground plant parts with
UVB

Exposure Specific radioactivity (counts per
min/mg of RNA)

Control Irradiated with UVB

45 min 1500 1700

60 min 1500 2050

180 min 1500 2450

26 h 1550 3250
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path is related to the response through the radiation injuries of molecular targets
within the cell and it is characteristic for the high doses and acute exposures. The
second path predominates at low doses of ionizing radiation and chronic exposure.

Many radiobiological reactions are associated with the mechanisms that are
involved in the regulation of genetic and epigenetic variability. For example,
induction of genome instability and apparently bystander effect are associated with
these mechanisms of formation of the organism’s response to radiation.

The fact that the individual variation in a population exposed to radiation in
small doses increases greatly can be seen in various experiments on the value of the
variance (standard deviation) of quantitative traits. The increase in biodiversity is
observed at different levels of organization of the organism. In plants it can be seen
on the sizes of the whole plant or its individual organs and on the size of the cells in
a particular tissue. For example, the following data on evaluation of the variance of
quantitative values in the initial cells sizes in root meristem of pea were obtained (in
percentage) (Kravets 2010):

Variance for non-irradiated plant and irradiated plants

Dose (Gy) 0 4 6 10

Variance 100 285 290 297

It should be noted that the increase in the size variability of initials in the apical
meristem is not dependent on the radiation dose. That can be attributed to a reg-
ulatory nature of this phenomenon. Here is another example of the increase in
volatility during the action of chronic exposure. The coefficient of variation at the
St. John’s wort (Hypericum perforatum) growing in the exclusion zone is higher
than in the population of this species in the uncontaminated area (Kripka 2010):

Coefficient of variation vs levels of radionuclide contamination

Levels of radionuclide
contamination, kBq/m2

18.5
(control)

1.85 � 102 1.85 � 103 2.22 � 104

Coefficient of variation, % 28 36 37 43

Fig. 2 Two strategies of
adaptation to chronic
irradiation in artificial
radionuclide anomalies
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It is shown that in the zone of radioactive contamination of Scots pine variability
of growth and reproductive processes increase sharply (Skok 2005).

There are various mechanisms to improve the genetic and epigenetic diversity.
Among them the next events play a greater role in plants:

• augmentation of the frequency of meiotic recombination (this process is
accelerated under the influence of low-dose radiation);

• increase in the activity of transposons (the dependence of the process of irra-
diation is confirmed (Zaynullin 1997);

• weakening of DNA repair (it was shown to pollen of birch growing on the
territory contaminated with radionuclides (Grodzinsky 2012);

• reduced role of parthenocarpic reproduction (the effect of irradiation in small
doses on the increase of the frequency of sexual reproduction has been shown in
plants (Grodzinsky 2012);

• radiation induction of genomic instability (Lorimore et al. 2003).

As you can see all mechanisms leading to increased genetic diversity in species
populations are activated significantly by the action of radiation. It should be noted
that the impact of radiation on the mechanisms to ensure an increase of heterozy-
gosis is very noticeable. This can be seen from Table 2 which shows the depen-
dence of the number of plants reproduced sexually on the territory contaminated
with radionuclides (Kripka 2010).

Plants capable of apomixis increase the frequency of sexual reproduction and,
therefore, decrease the contribution of apomictic seed formation (Kripka 2010).
A similar phenomenon is observed in some polychaetes in which an increase in the
role of sexual reproduction and weakening the role of vegetative propagation take
place with increasing dose chronic exposure. It is interesting to note that the
coefficients of variation of the quantitative values of morphological features are
much higher in plants with sexual rather than vegetative propagation. That is seen
from the data in Table 3.

The ratio of hermaphrodite and unisexual flowers under the influence of chronic
exposure is changed so that the heterozygosis in seed generation would be
increased.

Table 2 The frequency of plant St. John’s wort (Hypericum perforatum), resulting from sexual
(2n) and apomictic (4n) breeding in the Chernobyl exclusion zone

Place of records Number of plants (in percentage)

Sexual origin Apomicts

Control 10–14 lR/h 41.1 58.9

Chernobyl (low level of radionuclide
pollution: 60–120 lR/h)

81.2 18.8

Chistogalovka (high level of radioactive
contamination: 590–2600 lR/h)

95.0 5.0
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Chronic exposure also causes a significant increase in the cell ploidy. This
phenomenon is shown in Table 4 in the example of pollen grains ploidy.

Data presented in these tables point to the fact of strong influence of chronic
irradiation on cytogenetical distortions in plant cells. The effects of chronic irra-
diation embrace various genetical events from genome to point mutations.

Formation of the organism’s response to irradiation along the path of cell sig-
naling systems explains one of the most important conflicts in radiobiology,
namely, why the effects of radiation are so big if the number of radiation damages
in the case of small doses is too small in comparison with the same spontaneously
occurring defects in biological molecules. Apparently a principle of amplifier is
implemented in this signaling pathway of response formation under the influence of
small doses of ionizing radiation.

Active response to the alarm signal is carried out through the participation of
epigenetic phenomena. This is the result of experiments in which there is a sig-
nificant change in the cytosine methylation profiles in the DNA of the plants when
they are irradiated with gamma rays or ultraviolet radiation. Figure 3 shows a
general signaling diagram illustrating a process of forming a biological response to
irradiation.

Accordingly chronic irradiation in a small dose-rate is perceived by the organism
as a stress effect. Ontogenetic and phylogenetic adaptations should be formed in
response to this stress. The first path of adaptation is associated with the activation
of genes controlling DNA reparation, membrane currents, and the synthesis of
antioxidants as well as a repopulation in meristem tissues. The second path of
adaptation is manifested in the processes that lead to an increase in phenotypic
diversity in populations, thus increases the efficiency of natural selection for

Table 3 The ratio of hermaphrodite and unisexual flowers under the influence of chronic
exposure

Place of records Number of flowers

Hermaphrodite Unisexual

Pistillate Pistillate

Control 61 5 34

Kopatchi (middle level of radioactive
contamination)

30 18 52

Chistogalovka (high level of radioactive
contamination)

36 14 50

Table 4 The manifestation
frequency of various
polyploid pollen cells in
mouse-ear cress (Arabidopsis
thaliana) (the first vegetation)
under chronic irradiation, %

Ploidy of pollen grain Control Dose, Gy

Unirradiated plants 0.5 5

Diploid cells 91 77 65

Tetraploid cells 1 9 15

Chimaeric tissue 8 14 20
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enhanced radioresistance in species. Phenotypic polymorphism of population is also
increasing due to the epigenetic mechanisms that lead to the appearance of pseudo
mutations.

The above data convincingly demonstrate that under the conditions of chronic
exposure to low dose rate a wide range of processes leading to the emergence of a
population with genetically modified forms and epigenetic pseudomutations is
added.

Accelerating the pace of adaptation in hot spots can be very dangerous phe-
nomenon for the purpose of biota. In fact, spreading of mutant forms can occur that
may break the biological balance in ecosystems and lead to the impoverishment of
biodiversity. Since interpopulation homeostasis in biocommunities is associated
with the coevolution of many species in particular in the system “parasite-host”, the
violation rate of evolution can disrupt the equilibrium state of the biota in
ecosystems not only in hotspots but also in adjacent areas where individuals can
migrate mutated.

Reported events constituting microevolution cause accelerated evolutionary
changes on the intra-specific level. As some of the species populations are com-
posed of a relatively small number of individuals in hotspots ecosystems, the
probability of genetic drift due to declining fertility of some species population is
replenished by immigration from areas adjacent to anthropogenic radionuclide
anomaly (Møller and Mousseau 2007). This process is accompanied by an increase
in the intensity of gene flow. Naturally, the high rate of microevolution processes
can be revealed only in those species that are characterized by short periods of life
cycle and where they have a sufficiently large number of generations under con-
ditions of chronic exposure. The examples of stem rust pathogen of cereals fungus
Puccinia graminis Pers. and mildew Erysiphe sp. demonstrated an increase in the
development of these pathogens due to the emergence of new highly virulent races

Fig. 3 Circuit response to
irradiation by signal
transduction pathway
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in the Chernobyl exclusion zone (Dmitriev et al. 2012). Results obtained both in
greenhouse and in the field trials in the Chernobyl exclusion zone demonstrate the
decrease in disease resistance of wheat, rye and corn cultivars under low doses
chronic irradiation. Seeds of plants grown under conditions of chronic exposure are
damaged greatly by fungal infection. The hotspots are gradually becoming the
nidus of new virulent forms of pathogens.

Risks to biota due to an increase in micro-evolutionary processes in the
anthropogenic radionuclide anomalies can result in the appearance of rare muta-
tions, increase of the genetic and epigenetic polymorphism of populations and loss
of balance of species in ecosystems. Of course, it is necessary to establish moni-
toring of microevolution processes in hot spots as a helpful security measure. In
natural radionuclide anomalies associated with uranium deposits the range of
deviation in genetic variation is not as significant as in the conditions of anthro-
pogenic anomalies. Apparently, mechanisms stabilizing the variability in popula-
tions evolved over a long period of time.
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Aquatic Plants and Animals
in the Chernobyl Exclusion Zone: Effects
of Long-Term Radiation Exposure
on Different Levels of Biological
Organization

Dmitri Gudkov, Natalia Shevtsova, Natalia Pomortseva,
Elena Dzyubenko, Andrian Yavnyuk, Alexander Kaglyan
and Alexander Nazarov

Introduction

Currently the radioecological situation in the Chernobyl exclusion zone (EZ) is
determined primarily by long-lived radionuclides 90Sr, 137Cs, 238Pu, 239Pu, 240Pu
and 241Am. Along with natural decontamination processes in aquatic ecosystems
such as physical decay of radionuclides and their hydrological transport outside the
EZ, there is a change of physical and chemical forms of radioactive substances in
soils of catchment areas, their transformation and transition in the mobile and
bioavailable state, washout to the closed aquatic ecosystems and accumulation by
hydrobionts. This essentially deteriorates the radiation situation in lake ecosystems,
which are some kind of “storage system” of radioactive substances in the EZ, and
results in increase of radiation dose to aquatic species and manifests itself in a
variety of radiation effects on different levels of biological systems.

In connection with slow water cycle, lakes are relatively closed systems allowing
one, with a minimum uncertainty, to estimate general balance of energy and matter
in ecosystem and also to analyse the dynamics of biogeochemical processes and
their influence on radionuclide distribution and migration in the conditions of
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changing biotic and abiotic factors. The aforesaid, in our view, determines one of
the key values for freshwater radioecology of investigations of lake ecosystems
located in radiation contaminated territories such as areas of the main long-lived,
anthropogenic radionuclides accumulation, areas of the increased long-term radia-
tion dose rate on aquatic biota, and also areas with high probability of radiation
effects realization.

The basic problems of radiation safety in the EZ concern radionuclides wash-off
with surface drainage water to the river systems, their export outside the EZ and
affection of the water quality in the Dnieper River, the main waterway of Ukraine.
Undoubtedly, one of the most important problems is research into the long-term
impact of ionizing radiation on non-human biota within the EZ. There have been
several reviews on biological effects observed after the ChNPP accident and pub-
lished at the international level (Sokolov et al. 1993; UNSCEAR 1996; IAEA 2006;
Moller and Mousseau 2006; Hinton et al. 2007; Geras’kin et al. 2008).
Unfortunately, the effects of long-term radiation exposure of aquatic ecosystems on
different levels of biological organisation within the EZ are still insufficiently
studied.

Thus, the main tasks of our research within the EZ were: radiation dose rate
estimation due to external and internal sources of irradiation for different groups
and species of hydrobionts; evaluation of dose-dependent cytogenetic, haemato-
logic, morphometric, productional and parasitological effects due to long-term
radiation impact on aquatic species.

Materials and Methods

Water bodies of studies. Our investigations were carried out during 1998–2014.
The water bodies under research were the flood plain water bodies of the Pripyat
River within 10-km area around the destroyed unit of the ChNPP—Azbuchin Lake,
Yanovsky Crawl, Dalyokoye Lake, Glubokoye Lake as well as the cooling pond of
the ChNPP and the rivers Uzh and Pripyat. The results of the cytogenetic and
haematologic analyses were compared to the data obtained for hydrobionts from the
reference lakes, located in the neighborhood of the Kiev City: Vyrlitsa, Opechen’,
Pidbirna, Goloseevo as well as Kiev Storage Reservoir (near vlgs Lyutizh and
Strakholesye, Kiev Region) and the Alta River (near the town of
Pereyaslav-Khmelnytsky, Kiev Region) with background levels of radioactive
contamination. The hydrochemical regime of the studied water bodies is typical for
natural reservoirs in the region of Kiev Polesye (woodlands) and varied in
insignificant range both for water bodies within the EZ and for reference ones.

Radionuclide measurements and dose rate assessment. The 137Cs concentra-
tion was measured by c-spectrometry complex: PGT IGC-25 detector (France),
“Nokia LP 4900 B” analyser (“Nokia”, Finland), low-volt feeding source—crate
NIM BIN, amplifier NU-8210 (“Elektronicus Merokeszulekek Gyara”, Hungary)
and 100-mm-thick leaden protection. The 90Sr content was measured with
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low-background NRR-610 b-radiometer (“Tesla”, Czechia). Minimal detectable
activity was 0.04 Bq under 1000 s sample exposition. 238Pu and 239+240Pu content
in electrolytic samples was determined by a-spectrometric tract by NUC-8192
impulse analyser (“Elektronicus Merokeszulekek Gyara”, Hungary). The 241Am
content was measured by x-ray-spectrometric line including x-ray detector EG&G
Ortec LOAX-51370/20 CFG-SU-GMX (“EG&G Ortec”, USA) and analyser
“Nokia LP 4900 B”. The results were measured in Bq/kg at natural humidity and
the mistake of estimated radionuclide concentration fell within 15–25 %.

External gamma irradiation dose rate was measured by DRG-01T dosimeter
(“Mekhanichesky zavod” (Mechanical Plant), Russia) and by Na-I field radiometer
SRP-68-03 (“Prompribor”, Russia). The estimation of the radiation dose rate for
aquatic species, due to main dose-forming radionuclides in aquatic environment and
hydrobiont’s tissues, was carried out with the use of ERICA Assessment Tool
(2012). All dose rate calculations were performed on the basis of our own data.

Chromosomal aberration rate analysis. The chromosomal aberration rate was
measured in embryo cells of the gastropod pond snails (Lymnaea stagnalis) by the
standard anaphase method (Pausheva 1974) and in the apical root meristems of the
eight species of higher aquatic plants: common reed (Phragmites australis) ar-
rowhead (Sagittaria sagittifolia) flowering rush (Butomus umbellatus) , fresh-water
soldier (Stratiotes aloides) narrow-leaved cat’s-tail (Typha angustifolia)
broad-leaved cat’s-tail (Typha latifolia) branched bur-reed (Sparganium erectum)
and manna (Glyceria maxima) by the modified method (Shevtsova et al. 2005).
The egg mass of the pond snails and root meristems of higher aquatic plants was
preserved in Carnoy’s fluid. For staining of cytological preparations 1 g orcein was
dissolved in 45 ml of boiling acetic acid and added to 55 ml of distilled water. We
placed 10 eggs of the pond snail in a watch glass, added 5 ml of orcein and left at
4 °C for 24 h. As regards higher aquatic plants, we placed 5–6 tops of roots to the
small melting pot, which was filled with 2/3 of the stain. The melting pot was
covered with a glass slide. The stain with roots was heated over a flame of alcohol
until “undercover” boiling (fogging of the cover glass) and left for 24 h. We made
squash preparations from roots and removed from the egg capsules embryos in
60 % lactic acid. Analysis of chromosomal aberrations rate in cytological prepa-
rations was performed in cells at the stage of anaphase and telophase of mitosis. We
studied 3547 eggs and 782 roots as well as analysed 307,540 and 153,520 anaphase
and telophase cells of the pond snails and higher aquatic plants, respectively. The
following types of chromosome aberration were scored: single fragment; twin
fragment; single bridge; single bridge with fragment; single bridge with two frag-
ments; twin bridge; twin bridge with single fragment; twin bridge with two frag-
ments and multiple aberrations (more than four abnormalities per cell).

Methods of haematological studies. The leukograms of fishes and rate of
abnormal red cells as different type of invaginations, ramifications, micronuclei,
amitosis, etc. were analysed in peripheral blood of the perch (Perca fluviatilis), the
(Scardinius erythropthalmus) and the Prussian carp (Carassius gibelio). Fish blood
cells and their pathological changes were identified by (Ivanova 1983; Zhyteneva
et al. 1989).
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For leukocyte counting and determining the rate of erythrocytes with morpho-
logical and cytogenetic abnormalities, blood was collected from the tail vein of fish
and film preparations were made on microscope slides. Then they were dried and
fixed in methanol for 10 min. Staining was carried out by Pappenheim: with 0.3 %
solution of May-Grünwald stain, 1 part of which was added to 4 parts of a phos-
phate buffer (pH = 6.8 − 7.2) for 10 min, and staining finished by Romanovsky
solution for 30–40 min. In the film preparations, leukogram and rate of red blood
cells with various abnormalities were counted. A total of 200 different types of
white blood cell with abnormalities were counted in film preparation and then their
percentage was calculated. The number of red blood cells with abnormalities was
analyzed for 3000 erythrocytes on each film preparation. Three film preparations
were made from each individual. We examined 90–100 individuals with similar
size-age parameters of each fish species from water bodies within the EZ and 70–80
individuals from the reference reservoirs.

Statistical analyses. To compare the probability of increased levels of observed
radiation effects in hydrobionts inhabiting the reference and contaminated areas,
repeated measures models for binary data were used. The probability of increased
levels of chromosomal aberrations, hemolymph structure and blood cells abnor-
malities was estimated for all water bodies within the EZ compared with the ref-
erence reservoirs. A P-value of less than 0.05 was considered statistically
significant. Pearson correlation analysis was used to evaluate possible correlations
between dose rate and observed effects in water bodies within the EZ and reference
ones. For processing the obtained results, database of all cells with chromosomal
aberrations, cells of molluscs’ hemolymph and peripheral blood of fishes (including
abnormalities) was created in the program “Microsoft Excel 97” (Microsoft, Inc.)
and software package “Statistica 5.0” (Stat Soft, Inc.) was used for statistical
analysis.

Results and Discussion

The territories of the EZ are characterised by significant heterogeneity of
radionuclide contamination, which is significantly reflected by the radioactive
substance contents in aquatic ecosystem components. This is primarily due to the
composition and the dynamics of radionuclide emissions into the environment as a
result of accident in 1986, as well as to the subsequent processes of radioactive
substances transformation and biogeochemical migration in the soils of catchment
basin and bottom sediments of reservoirs. Relatively low contents of radioactive
substances are found in the river ecosystems. Due to high water change rate, the
river bottom sediments have undergone decontamination processes (especially
during floods and periods of high water) and over the years that passed since the
accident have ceased to play the essential role as a secondary source of water
contamination. The main sources of radionuclides in rivers are currently the
washout from the catchment basin, the inflow from more contaminated water
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bodies, as well as the groundwater. On the other hand, the closed reservoirs, and in
particular the lakes in the inner EZ, have considerably higher levels of radioactive
contamination caused by limited water change and by relatively high concentration
of radionuclides deposited in the bottom sediments. Therefore, for the majority of
standing reservoirs the level of radionuclide content is determined mainly by the
rates of mobile radionuclide forms exchange between bottom sediments and water,
as well as by the external washout from the catchment basin.

Chromosomal aberration rate. We evaluated the cytogenetical effects level in
embryo tissue of gastropod snail (L. stagnalis) as chromosomal aberration rate,
considering it as reaction of snails to radiotoxicological condition of environment.
The absorbed dose rate for snails from lakes within the EZ was registered in the
range from 0.8 to 3.4 Gy/year. The highest rate was found in snails from lakes
Dalyokoye and Glubokoye located within the dammed territory on the left-bank
flood lands of the Pripyat River, the lowest—from the Pripyat River and Uzh River.
Molluscs from the control lakes were characterised by an absorbed dose rate of
about 0.3 mGy/yr. The rate of chromosomal aberrations was found in snails from
lakes Dalyokoye and Glubokoye—21–22 %. In the embryo tissue of snails from
Yanovsky Crawl the chromosomal aberration rate was about 18 % and in Azbuchin
Lake—about 23 %. About 3.3 % of aberrant cells were registered in snail’s embryo
from the Pripyat River, and in snails of the Uzh River the aberration rate was about
2.3 %. The rate of chromosomal aberrations for snails from the control lakes was
about 1.1–2.0 % (Fig. 1).

During 1998–2014 a tendency to decrease of chromosomal aberration level in
molluscs from all the lakes of the EZ was registered.

The probabilistic prediction of the chromosomal aberration rate for gastropod
snails in the lakes of the EZ has shown that spontaneous mutagenesis level (2.0–
2.5 %) (Tsytsugina 1998) can be reached in Azbuchin Lake and Yanovsky Crawl in
the 2020s–2030s and in lakes Daloykoye and Glubokoye—in the 2060s–2070s.

The spontaneous rate of aberrant cells for aquatic plants from our control lakes
does not exceed 2.0–2.5 %. Upon the average we found 4.3 % aberrant cells in the
common reed of Yanovsky Crawl during 2006–2013. The highest average rate of
chromosomal aberrations in plants from Azbuchin, Glubokoye and Daloykoye
lakes was registered to be respectively 5.9, 6.8 and 7.3 %. For comparison, the data
obtained for reed from Goloseevo Lake amount to 1.0 %. The rate of chromosomal
aberrations in reed from closed water bodies within the left-bank flood plain of the
Pripyat River was 2–3 times higher than the spontaneous mutagenesis level
(Fig. 2).

The single fragments were the frequently occurring aberrations in meristem cells
of the common reed—on the average 57.0 % of all aberrations. Rate of single
bridges was 40.7 %, multiple aberrations, including different variation of fragments
and/or bridges (pair bridges or fragments, bridge and fragment, bridge and two or
three fragments) was 2.3 %.

Haematological effects. The comparative leukogram of peripheral blood anal-
ysis of fishes from the stagnant water bodies of the EZ shows the presence of
increased part of lymphocytes, presence of pseudobasophiles and foamy cells, as
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well as low maintenance of mature neutrophils, due to young granulocytes (mainly
myelocytes and promyelocytes), which can testify to probable adaptation of white
blood cells to the long-term radiation exposure in low doses. Correlation of red
blood cells to leucocytes and thrombocytes of fishes from the EZ is higher than in
the reference water body.
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Fig. 1 a–d Radiation dose and chromosomal aberration rate in the pond snail (L. stagnalis)
embryos in water bodies within the EZ and in the reference lakes during 1998–2014: a Glubokoye
Lake; b Dalyokoye Lake; c Azbuchin Lake; d Yanovsky Crawl. X-axis: time of observations,
years; Y-axis: chromosomal aberration rate, %. e–h Radiation dose and chromosomal aberration
rate in the pond snail (L. stagnalis) embryos in water bodies within the EZ and in the reference
lakes during 1998–2012: e Pripyat River; f Uzh River; g Opechen’ Lake (reference lake) and
h Vyrlitsa Lake (reference lake). X-axis: time of observations, years; Y-axis: chromosomal
aberration rate, %
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We call attention to the high rate of red cells aberrations and abnormalities in
peripheral blood of fish from the stagnant water bodies within the EZ, where the
absorbed dose rate in the fish organisms due to internal and external sources of
irradiation has reached 269 µGy h−1 which is more than three orders higher in
comparison with water bodies with background level of radioactive contamination.
It can testify to certain mutagenous action of environment and possible display of
radiation-induced genetic instability of fishes in the conditions of chronic radiation
impact. Make a point of the amount of red cells with deformed shape of nucleus as
different type of invaginations and ramifications as well as formation of
double-nucleus cell, schistocytes (cells without nucleus), parietal nucleus, micro-
cytes, nucleus and cytoplasm vacuolization, micronuclei, etc. (Fig. 3).
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Fig. 1 (continued)
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The atypical shape of red cell nucleus in the blood of healthy fishes, from data of
row of authors, is encountered with a frequency of 0.4 ‰. The increase in the
frequency of red cells with the deformed nucleus (invagination of nuclear envelope)
is estimated by different authors as degenerative changes of red cells, arising from
the negative impact of environmental factors on the organism of fishes (Kalinina
2002; Lugas’kova 2003).

Our studies in peripheral blood of fish from water bodies within the EZ have
shown an increased level of the above-mentioned morphological damages of ery-
throcytes, which was generally for pray fish 4–16 times and for predatory fish 7–15
times higher in comparison with the fish from the reference water bodies with
background levels of radioactive contamination (Fig. 3). The rate of micronuclei in
red cells was very low and did not exceed 0.3–0.6 ‰. For the fish from reference
water bodies this type of abnormality is not discovered.

Morphological indexes and teratogenic damages of molluscs. During 2009–
2012 we analyzed morphological parameters and the presence of anomalies of egg
capsules and egg mass of the pond snails L. stagnalis: despiralization or weak
spiralization strand with egg capsules; multilane organization of egg capsules in egg
mass; loose location of egg capsules; twin egg capsules; polyzygosity of egg
capsules; egg capsules without zygotes; zygote outside the egg mass; egg capsules
of larger or smaller sizes, as well as irregular shape Table 1.

In the lakes of the EZ we observed an increased percentage of abnormal mol-
luscs shells with various forms of curvature of the last curl, often in the form of step
(up to 0.5 cm) deformation occurring usually in the second year of the snail. In
Yanovsky Crawl the share of abnormal shells was maximal—58.3 %, in
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Glubokoye Lake—48.9 %, in Krasnensky old river bed (in the dammed area)—
25.0 %, in Dalyokoye Lake—10 %, in Azbuchin Lake—2.8 %, in the Pripyat
River (near Chernobyl town)—1.1 %. In 5 reference lakes similar anomalies were
absent or did not exceed 0.7 %. There is a good correlation between the
above-mentioned abnormalities and density of 137Cs contamination of bottom
sediments in the studied reservoirs (Fig. 4).

Parasitological effects. In reservoirs with the increased level of radioactive
contamination (lakes of the dammed territory of the left-bank flood plain of the
Pripyat River) the high level of the common reed damage by gall-producing
arthropods, in particular by mites Steneotarsonemus phragmitidis, has been
observed since 2000. This phenomenon was registered for the first time in the
territory of Ukraine within the EZ (Gudkov et al. 2006) . We suppose the scales and
speed of distribution of this phenomenon in the reservoirs of the EZ deserve special
attention. As the common reed is almost cosmopolitan, it is quite logical to predict
wide moving of mites in other reservoirs, in which the Polesye region (woodlands)
is so rich. Thus, in 2000 and 2001 the damaged individuals were registered only in
one of the seven reservoirs of sampling in the EZ—Dalyokoye Lake, whereas
during 2002–2009 the damaged individuals of the common reed began to occur in
all the other studied water objects. In some reservoirs we found a single affected
individual only, in Yanovsky Crawl and Azbuchin Lake the described phenomenon
has quickly received distribution and in 2005 the share of damaged plants was
accordingly 74 and 32 %.

The highest percent of affected plants was observed in Dalyokoye Lake (at
present 100 % of shoots), located in the dammed territory of Krasnensky
flood-lands (Fig. 5). This territory is characterized by the maximal density of
radioactive contamination within the EZ. The specific activity of radionuclides in

b Fig. 3 Radiation dose rate and frequency of erythrocyte abnormalities in peripheral blood of the
perch Perca fluviatilis (a), the Prussian carp Carassius gibelio (b) and the common rudd
Scardinius erythropthalmus (c) in water bodies within the EZ and in reference lakes during 2011–
2013

Table 1 Morphological indexes and teratogenic damages of egg mass of the pond snails
L. stagnalis in water bodies within the EZ in 2009–2012

Index Reference
lake

Yanovsky
Crawl

Glubokoye
Lake

Dalyokoye
Lake

Azbuchin
Lake

Pripyat
River

Length of egg mass
(mm)

33.5 26.3 30.0 27.8 31.3 31.8

Length of egg
capsules (mm)

1.35 1.16 1.29 1.22 1.22 1.31

Quantity of egg
capsules in egg mass

106 75 93 89 101 99

Damages of egg
capsules (%)

0.8 23.6 9.2 2.4 1.6 –
a

ano data
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the reed’s tissue during the period under consideration is 10,000 Bq/kg for 137Cs
and 2000 Bq/kg for 90Sr (Gudkov et al. 2005). The absorbed dose caused by
external gamma radiation and radionuclides incorporated in meristem tissue of
plants reached more than 4.0 Gy/year during the 10–15 years after the Chernobyl
accident. The damage events of common reed by larvae of gall fly of family
Chloropidae, genus Lipara have been registered as well.

In 2013 the state of the common reed population in Dalyokoye Lake became
critical—it has virtually disappeared from the lake, leaving a depressed individual
shoots in some coastal areas. It disappeared as well in the western part of Yanovsky
Crawl where the curtain of the common reed in recent years was also heavily
damaged by gall mites (Fig. 6).

The influence of parasitic fungi Claviceps purpurea (ergot) lesions on seed
production of the common reed was determined. The positive correlation between
parasitic fungi lesions of plants and levels of radiation exposure was registered.
High level of fungi lesions ratio for the common reed sampled from the lakes of the

Fig. 6 Damage of the common reed by the cork-screw gall mites in water bodies within the EZ:
a normal (left) and damaged panicles of the common reed; b population of the common reed in
Dalyokoye Lake at the end of vegetation in 2007; c population of the common reed in Dalyokoye
Lake at the end of vegetation in 2013; d population of the common reed in Yanovsky Crawl at the
end of vegetation in 2013

298 D. Gudkov et al.



R2 = 0,8085
R2 = 0,8436

R2 = 0,6284

25

35

45

55

65

75

85

95

105

0,
03

±0
,0

05

0,
30

±0
,0

1

2,
22

±0
,1

1

3,
65

±0
,1

4

4,
45

±0
,2

8

5,
25

±0
,3

4

11
,9

5±
1,

51

Verbne
Lake

Kiev
Reservior

Cooling
Pond

Yanovsky
Crawl

Azbuchyn
Lake

Dalekoye
Lake

Glubokoye
Lake

Average absorbed dose rate (cGy/year)
Water body

Q
ua

nt
itv

e 
liv

ea
bi

lit
y 

in
de

xe
s,

 %

Technical germinating ability

Germinating energy

Survivability

Fig. 7 Dose-dependent liveability indexes of the common reed’s (P. australis) seeds at different
levels of radioactive contamination of lakes within the EZ

0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

100%

4.1-15.6 4.5-5.2 0.6-1.3 0.4-0.6 0.3-0.5 0.17-0.21 0.05-0.11

Glubokoye
Lake

Dalekoye
Lake

Azbuchyn
Lake

Yanovsky
Crawl

Cooling
Pond

Kiev
Reservoir

Verbne
Lake

Absorbed dose rate (cGy/year), Water body

Root necroses Geotropism disturbances
Ontogenesis disturbances Chlorophyllic abnormalities
Standard

Fig. 8 Dose-dependent quantity of abnormalities of the common reed’s (P. australis) germs in
water bodies with different levels of radioactive contamination within the EZ

Aquatic Plants and Animals in the Chernobyl … 299



left-bank dammed flood-plain of the Pripyat River, which are the most radioactive
contaminated within the EZ, was marked. Such significant damage of the common
reed’s panicles by the parasitic fungi in the lakes of the Krasnensky flood land was
observed on the background of the lowest parameters of seed production in water
bodies of the EZ.

Viability and abnormalities of seed progeny. Analysis of the viability of the
seed progeny of the common reed at germination in the laboratory showed that in
gradient of absorbed dose rate from 0.03 to 11.95 cGy/year for parental plants in
lakes, there is a reduction in technical germination from 93 to 60 %, germination
energy—from 91 to 30 % and seed viability—from 54 to 38 % (Fig. 7).

At the same time the number of abnormalities of seed seedlings increased sig-
nificantly: necrosis of roots—from 1.3 to 14.7 %; disturbance of gravitropism—
from 2.6 to 17.0 %; damages of organogenesis—from 4 to 24 %, and disturbance
of chlorophyll synthesis—from 0 to 2 % (Fig. 8).

Conclusions

Self-purification of closed water bodies within the EZ is an extremely slow process.
Therefore, the ecosystems of the majority of lakes, dead channels and crawls have a
high level of radionuclide contamination of all components.

The established dose-related effects in hydrobionts of the lakes within the EZ
indicates a damage of biological systems at sub-cellular, cellular, tissue, organ,
organism and population levels as a result of chronic exposure to low doses of
ionizing radiation. The rate of chromosomal aberrations in cells of aquatic species
exceeds many-fold the level of spontaneous mutagenesis level to aquatic biota. The
increased levels of chromosome damages may be a manifestation of
radiation-induced genetic instability, which is one of the main mechanisms for the
protection of living organisms from exposure to stressors with subsequent imple-
mentation at higher levels of organization of biological systems.

Haematological research of fish in the EZ shows essential changes in leukogram
structure and high amount of red cells with atypical shape of nucleus as different
type of invaginations, ramifications, etc. as well as cells without nucleus in the
blood of fishes from the water bodies with high levels of radioactive contamination
which allows one to assume that the qualitative indexes of red cells of peripheral
blood of fishes are more sensible to chronic radiation influence as compared with
the white blood elements.

For the common reed in the lakes of the inner EZ, the high level of affection by
gall-producing mites Steneotarsonemus phragmitidis (up to 100 % of a vegetative
population of lake) was discovered. During 2002–2013 affection by mites quickly
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propagated in other closed reservoirs of the EZ, essentially reducing rates of
growth, seed efficiency, bioweight of plants and in some water bodies it was a
reason of disappearance of the common reed population. There is no reason to
finally approve that the damage of a reed is due to the impact of ionizing radiation;
however, we are anxious about the fact that this mite species is registered for the
first time in Ukraine within the EZ, in the territory which is the most contaminated
by radionuclides. In this connection it is supposed that one of the possible reasons
of a total plants disease can be a loss of parasitical stability from them in conditions
of chronic radiation influence.
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Radioactive Tracers in the Black Sea:
A Tool for Environmental Assessment
and Ecological Regulation

Sergey B. Gulin and Victor N. Egorov

Introduction

Before the 1950–1960s, the Black Sea was known as one of the most productive
seas having abundant marine life and favorable habitats. However, during the 1970s
to early 1990s the Black Sea changed from a highly diversified ecosystem into
eutrophic and contaminated basin with dramatic declining stocks of the living
resources (Zaitsev and Mamaev 1997). Owing to its geographical location and
limited water exchange with the rest of the world’s oceans, the Black Sea has been
also one of the marine basins most contaminated with artificial radioactivity. It is
originated primarily from the atmospheric nuclear weapon tests, which were con-
ducted mainly in 1954–1958 and in 1961–1962, and after the Chernobyl NPP
accident in April 1986 (Egorov et al. 2010). Besides the direct atmospheric
deposition, the Black Sea received and continues to receive substantial further input
of the Chernobyl-derived radionuclides by river runoff, particularly to its north-
western area from the Danube and Dnepr Rivers. As a result, the Black Sea ranks
second after the Irish Sea and third after the Baltic Sea with respect to the 90Sr and
137Cs concentration in seawater, respectively (Nielsen et al. 2010).

It is generally difficult to evaluate the relative importance of numerous harmful
factors, both natural and anthropogenic, on the marine ecosystems health. Many of
these factors act interactively so that, for example, the overall effect of changes in the
inputs of nutrients, organic wastes, heavy metals and artificial radionuclides would
be difficult to predict (GESAMP 1990; Gulin and Egorov 2013). Therefore, envi-
ronmental assessments require estimation of an integrated value of the anthro-
pogenic impact. One of the promising approaches is to evaluate capability of marine
environments for self-purification that is a numeric measure of the upper limit of the
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pollutant discharge into the basins. This value is widely defined as the environmental
capacity of the water bodies, i.e. their ability to take up an impact without unac-
ceptable changes (GESAMP 1990; Gulin and Egorov 2013; Izrael and Tsiban 1983;
Polikarpov and Egorov 1986). Such an approach is particularly well developed
regarding the radioactive contamination of marine basins due to the possibility to
identify the origin and source of the radionuclides and to trace their migration
pathways between the different compartments. This allows applying the artificial
radionuclides as tracers of processes governing the self-purification of aquatic
ecosystems against radioactive and chemical pollutants (Timofeeff-Ressovsky
1957).

The purpose of this chapter is to overview radiotracer applications for assess-
ments of the self-purification rate of the Black Sea against nuclear and non-nuclear
pollutants as a basis for environmental regulation of the human impact upon this
unique marine basin.

Background and Data Sources

During the last years, a number of oceanographic and biogeochemical processes
were successfully studied in the Black Sea using the naturally occurring and
man-made radiotracers, first of all: vertical water exchange between oxic and anoxic
waters in the abyssal Black Sea basin (Buesseler et al. 1991; Egorov et al. 1999,
2010; Sanchez et al. 1991), migration and transformation of riverine waters over the
NW Black Sea shelf (Stokozov and Buesseler 1999), the capacity of the Black Sea
catchment basins to retain pollutants (Gulin et al. 2002, 2003), the sediment
accumulation rates in the abyssal and shallower areas (Anderson et al. 1989;
Buesseler and Benitez 1994; Calvert et al. 1991; Crusius and Anderson 1991; Gulin
et al. 2002; Yücel et al. 2012), particle fluxes in the water column including the
scavenging of the particle-reactive pollutants (Wei and Murray 1991; Gulin 2000b;
Hay et al. 1990), geochronological reconstruction of the recent deposition events
and pollution history (Gulin 2000a; Gulin et al. 1997). The most recent findings
were the tracing of secondary radioactive contamination of the Black Sea due to
remobilization of the Chernobyl-derived radionuclides from the seabed sediments
(Gulin et al. 2013b), and the long-distance penetration of the Danube water into the
abyssal Black Sea waters via the submarine Viteaz (Danube) Canyon (Gulin et al.
2015).

Environmental Capacity, Self Purification and Half-Lives

One of the first quantitative definitions of the limits for accumulation of hazardous
substances in aquatic environments was fulfilled by Agre and Korogodin (1960)
and their followers (Korogodina et al. 1996; Kutlakhmedov et al. 2006), who have
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developed the concept of radiocapacity of water bodies subjected to radioactive
contamination. This capacity was defined as maximum amount of radionuclides in
the aquatic ecosystem which does not yet violate its trophic functions, i.e. abun-
dance, diversity, biomass and productivity of biota.

An approach for computation of the environmental (assimilation) capacity was
described by Izrael and Tsiban (1983), who applied the terms of a threshold con-
centration of pollutant and the averaged rate of its removal from the water column.

Polikarpov and Egorov (1986) have developed a concept of ‘ecological capacity’
regarding the pollution, which is a dynamic parameter showing the balance between
pollutant inflow to marine basins and their capability for self-purification.

The main tool for assessment of the self-purification rate of aquatic environ-
ments is the value of environmental half-life of radioactive and non-radioactive
pollutants. Such values combine the effective and ecological half-lives. The first
denotes the halving of concentration of nuclear and non-nuclear pollutant in a
particular biotic or abiotic compartment of marine ecosystem by interaction of
radioactive decay (or degradation of the chemical toxicant) and the processes of
self-purification of the water column, while the ecological half-life implies the
decrease in the pollutant concentration only due to the self-purification (e.g., Florou
et al. 2002).

An excellent opportunity for direct estimation of the half-lives is provided by
data on time-series measurement of concentration of the man-made radionuclides in
the upper marine waters, which were subjected to radioactive contamination as a
result of global fallout and of the local nuclear accident, such as the Chernobyl
disaster. These fallouts were relatively short-term, acting as a pulse input, and the
only factor of radionuclide degradation was the radioactive decay that is indepen-
dent of any environmental factors. An additional feature of radioactive contami-
nation is a possibility to identify the main sources of artificial radionuclides using
their activity or atomic ratios, which are well documented for both releases from the
accidental reactors and nuclear weapons testing. All of these provide exceptional
conditions for reliably interpreted tracking of the spatial and temporal trends of the
seawater pollution, not only radioactive, but also chemical (Osvath et al. 2007).

One of such estimations was carried out during the long-term radioecological
studies and monitoring of concentration of the Chernobyl-derived radionuclides,
both well-soluble 137Cs and 90Sr, and sorption-reactive plutonium isotopes, in the
Black Sea (Egorov et al. 2010; Gulin et al. 2012, 2013a) . The data have showed
that post-Chernobyl evolution of the man-made radioactivity in the Black Sea was
controlled, except radioactive decay, by the vertical water mixing, which dilutes the
surface radionuclide concentrations with the less contaminated deep-sea waters; the
loss through the Bosporus Strait connecting the Black Sea with the Mediterranean;
and the removal of particle-bound radionuclides on sinking fossils of plankton and
suspended material including those come from the land due to erosion of soils
within the watersheds. Because of the effects of these factors, as well as due to the
radioactive decay, the initial inventory of the Chernobyl-derived radionuclides has
decreased abruptly, reaching the pre-accident level, except estuarine and some
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near-shore zones, particularly in front of the mouths of the Danube and Dnepr
Rivers, which account for 75 % of the total river runoff to the Black Sea.

The summarized data on the temporal evolution of concentration of the
Chernobyl-derived radionuclides in the surface Black Sea waters is given in Fig. 1
showing that initial concentration of 137Cs (*2700 TBq) decreased rapidly during
one year period after the Chernobyl fallout due to fast mixing of the water masses
within the upper layer, and then more gradually to around 500–600 TBq in

Fig. 1 Longitudinal distribution of 137Cs and 239+240Pu (black inverted triangular bars in the
map) in surface waters of the western Black Sea, Aegean Sea (near Dardanelles), Ionian Sea and in
the Atlantic area adjacent to the Gibraltar Strait measured in 2002–2003 (filled circle) in
comparison with the post-(open circle) and pre-Chernobyl (filled circle) data obtained in 1988–89
and in the early 1980s, respectively. Numbers above the black triangular bars relate to the values
of 239+240Pu concentration, mBq/m3. The left upper panel shows satellite map of annual mean
surface chlorophyll concentration for 2002 (the grey-scale coding shows pigment concentration in
mg∙m−3). The right upper panel represents temporal evolution of 137Cs inventory in 0–50 m layer
of the Black Sea after the Chernobyl accident

306 S.B. Gulin and V.N. Egorov



1998–2000 and 350 ± 60 TBq in 2001–2004 (Egorov et al. 2010; Gulin et al.
2012, 2013b, 2015). The exponential function approximating the time-series
measurements of 137Cs concentration in the upper 50-m Black Sea water resulted in
the effective half-lives for decrease of 137Cs inventory between 5.3 years in 1987–
2000 (Egorov et al. 2010), 7.0 years in 1987–2004 (Egorov et al. 2010) and
8.6 years over the period of 1987–2011 (Gulin et al. 2013b, 2015) or 6.6 years on
the average. The increase of these half-lives with time may be caused by growing
influence of remobilization of 137Cs from the seabed sediments and due to a slow
migration from watersheds of the adsorbed 137Cs with the eroded soil particles
(Gulin et al. 2002, 2003, 2013b). The given value of effective half-life for 137Cs in
the Black Sea surface water is considerably shorter than those found earlier in the
central part of Mediterranean (mid-Ionian Sea) and in the NE Atlantic area adjacent
to the Gibraltar Strait (Fig. 1), where half-lives for 137Cs in the surface water were
12.9 ± 1.0 and 12.5 ± 2.1 years, respectively (Gulin et al. 2012, 2013a). The
shorter half-life, which was found in the Black Sea, is most likely caused by a faster
dilution of 137Cs in the surface seawater with riverine waters, as well as by a loss of
137Cs via the Bosphorus Strait. Also, the higher self-purification rate of the Black
Sea waters, relative to Mediterranean and NE Atlantic, has been revealed for
particle-reactive 239+240Pu, whose surface water concentration measured in 2002
was considerably lower in the Black Sea than in Ionian Sea (Fig. 1) despite the fact
that the latter is located much far away from the accident site. These data, in
comparison with results of the previous measurements of plutonium concentration
in the Black Sea waters (Egorov et al. 2010), suggest the effective half-life of
239+240Pu of*6.5 years on the average. In this case, the rapid decrease of 239+240Pu
surface water concentration is most likely caused by a higher rate of plutonium
scavenging on sinking particles in the mesotrophic Black Sea basin, in contrast to
oligotrophyc Mediterranean waters (Fig. 1).

Radiochemoecological Model for Environmental Regulation

Traditionally, the assessment of environmental state of marine ecosystems is based
upon the use of maximum allowable concentrations (MAC) of toxic substances in
seawater and biota or threshold limit values (TLV) of pollutants as the measures of
anthropogenic pressure (e.g., GESAMP 1990 and references therein). The MAC is
a ceiling concentration whereas the TLV is a time-weighted average of the con-
centration of the hazardous substance in the environment (Tsuchiya and Harashima
1965; Polikarpov 1966). But, the MAC and TLV values are static and they cannot
be applied directly for estimation of permissible level of the pollutant input to water
basins because they do not take into account the removal of toxic substances, their
biogeochemical transformation, decay or degradation, immobilization and deposi-
tion in seabed sediments. The influence of self-purification processes on the pol-
lutant concentration may be described with the following simple model (Gulin and
Egorov 2013):
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dCW

dt
¼ pCW � kCW � sEcolCW þ rCW ¼ CW ðp� k� sEcol þ rÞ; ð1Þ

where p defines the specific rate of the pollutant inflow; k—constant of radioactive
decay; sEcol—specific rate of the decrease in radionuclide concentration with time
due to the processes of self-purification; r—specific rate of the radionuclide
remobilization from seabed sediments and resulting from degradation of suspended
matter or decomposition of dead organisms.

One may readily find the solution of Eq. (1) to be:

CW ðtÞ ¼ CWoe
k�t; ð2Þ

where k = p – k − sEcol + r; CWo—is the initial concentration of radionuclide in
seawater after the fallout or discharge of the pollutant.

Since the rates of self-purification of seawater against the suspended and dis-
solved forms of the pollutants may differ, the dynamics of its total concentration is
to be expressed as:

dCW

dt
¼ d Cp þCd

� �
dt

¼ Cpkp þCdkd ¼ aCWkp þð1� aÞCWkd ð3Þ

CWðtÞ ¼ Cp0e
kp�t þCd0e

kd �t ¼ aCW0e
kp�t þð1þ aÞCW0e

kd �t; ð4Þ

where Cp and Cd—concentrations in seawater of particulate and dissolved fractions
of the pollutant; kp and kd—constants of the rate of their changes with time t; a—
percentage of the pollutant in particulate form.

If to set that pollutant concentration cannot exceed its maximum allowable
concentration: CW(t) � MAC, then specific rate of the maximum allowable input
of the pollutant over one year period (t = 1) may be determined as:

p ¼ ln
MAC
CWo

� �
þ kþ sEcol � r ð5Þ

If to apply, as the measure of self-purification rate, the above-mentioned values
of the effective half-lives of the decrease in concentration of well-soluble and
particle-reactive fallout radionuclides (6.5–6.6 years on the average in both cases,
see above), then we can express the integrated value of specific rate of the
self-purification by combining it with specific rates of decay and remobilization:
SEff = SEcol + k – r. This allows simplification of the Eq. (5) as follows:

p ¼ ln
MAC
CWo

� �
þ sEff ð6Þ

The given value shows that specific rate of the input of pollutant depends on the
ratio between its maximum allowable concentration and initial level of the pollution
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in water, and that the upper limit of the rate of the pollutant input may increase with
the respective increasing of the self-purification rate. Thus, this parameter combines
characteristics of toxicity of pollutant and an integrated rate of the self-purification
of seawater. It, therefore, could be applied for purposes of environmental regulation
of the maximum allowable anthropogenic pressure with regards to the nuclear and
non-nuclear pollutants, applying the value of specific rate of the maximum
allowable annual input of the pollutant, at which its concentration will not exceed
the MAC level over one year period. But after that period, according to Eqs. (2) or
(4), concentration of pollutant will continue to increase progressively. In order to
avoid this, an upper limit of the pollutant concentration, to be equal to the MAC,
should be included in Eq. (1), e.g. by transforming it to the logistic sigmoid
(Verhulst) function:

dCW

dt
¼ kCW � 1� CW

MAC

� �
; k ¼ p� sEff ; ð7Þ

assuming that specific rates of self-purification of seawater against the suspended
and dissolved pollutant are comparable (i.e. kp � kd as it was in the
above-mentioned case with the decreasing of concentration of the well-soluble
137Cs and particle-reactive 239+240Pu).

Equation (7) implies that if concentration of pollutant is much lower than MAC,
then its dynamics may be described as the exponential growth similarly with
Eq. (1), and, therefore, the value p, given in Eq. (6), can be applied also in Eq. (7).
But the closer this concentration is approaching MAC, the slower it should be risen
and has to stop completely (dC/dt = 0) when C has reached the MAC for infinite
time (or come closer to reaching in finite time). It is important to stress that this
model corresponds to a case when self-purification of the water body is not suffi-
cient itself to maintain the pollutant concentration at the level not exceeding the
MAC, and therefore an additional restriction of the discharge of the polluting
substance is required as a mean to avoid the excess contamination. The solution of
the logistic model (7) is:

CWðtÞ ¼ CWo �MAC
CWo þ MAC � CWoð Þ � e�k�t ð8Þ

As can be seen from an example of the logistic curve plotted in Fig. 2, the
beginning of this function shows an exponential rise that is slowing to the linear
growth and then approaches the MAC value with an exponentially decaying curve.
One of the most important consequences of the Eqs. (7, 8) is that the rate of
pollutant discharge into the water body (dCW/dt) should be decreased when the
contamination level has reached exactly 1/2 MAC (Fig. 2). An example of such
calculations is illustrated regarding the pollution of the Black Sea waters with
mercury using our data obtained in 2011. The highest Hg concentration in the upper
seawater layer was of 83 ng L−1, while the basin-wide average value was much
lower, 18 ng L−1. The maximum allowable concentration of mercury, which is set
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for natural surface waters, is varied in different Black Sea countries around of
100 ng L−1 (e.g., UNEP 2002). Applying these values, as well as the
above-mentioned value of half-life sEff = 6.4 years derived from radionuclide data,
we obtain from Eq. (6) the value of specific rate of the maximum allowable annual
input of mercury (p) of 4.5 year−1. According to the bell-shaped curve of
the function dCW/dt in Fig. 2 and taking into account the volume of the upper
50-m layer of the Black Sea water � 2.16 � 1013 m3 (e.g., Bogdanova 1959), the
rate of the mercury input may be increased up to the maximal level of
*1.4 � 103 t year−1 corresponding to the time t0.50 when the mercury concen-
tration reaches a half of the MAC (Fig. 2). After this period, the rate of the annual
input of mercury to the surface Black Sea waters must be steadily reduced down to
the full stop when its concentration comes closer to reaching the MAC level in t0.99
years after the fallout or discharge of the pollutant (Fig. 2). It should be noted,
however, that the abovementioned maximum rate of the mercury input
(1.4 � 103 t year−1) is the highest admissible value, which will lead to the rising of
the mercury concentration to the level of its maximum allowable concentration
(100 ng L−1) within the whole 50-m thickness of the upper Black Sea waters. But,
if we aim to keep a steady state level of the contamination (dCW/dt = 0), then the
maximum input, at which its concentration will maintain at a current level
C(t) = C0 = const = 18 ng L−1, may be estimated as a value inverse of the rate of
self-purification using the formula derived from Eqs. (1) and (3). Applying the
above-mentioned volume of the upper 50-m layer of the Black Sea water yields the
basin-wide ‘steady-state-providing’ assimilation capacity of this water mass to be

Fig. 2 Exponential (top
panel, dashed line) and
logistic (both panels, solid
line) growth of the pollutant
concentration in seawater and
the dynamics of its change
dCW/dt (bottom panel, dashed
bell-shaped line)
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nearly 40 t year−1. This value fits well to the range of previous indirect assessments
of such capacity of the Black Sea waters regarding its contamination with mercury,
which varied between 20 and 600 t year−1 (Polikarpov and Egorov 1986, and
references therein). It should be emphasized, however, that the given value of
relatively ‘safe’ mercury input (40 t year−1) has already become comparable with
the annual inflow of this high-toxic heavy metal from the Danube River alone,
which is estimated at 60 t year−1 (e.g., EU Parliamentary Assembly 2008), pointing
the necessity of an immediate reduction of amount of the mercury discharge into the
Black Sea basin.

Thus, the post-Chernobyl data on temporal evolution of the man-made
radioactivity in the Black Sea water provides an opportunity to obtain integrated
assessments of the rate of its self-purification against soluble and particle-reactive
pollutants, to evaluate directly the levels of maximum allowable discharge of
pollutants into the basin, and to assess their capacity regarding the contamination as
a quantitative measure for environmental regulation of human impacts allowing to
maintain it at a steady state or at the level not exceeding the MAC.

Conclusion

One of the promising ways to solve the problems that have to be addressed in the
context of environmental regulation of pollution of marine environments is the
radiochemoecological evaluation of the capability of marine environments for
self-purification against radioactive and non-radioactive pollutants. Data on tem-
poral evolution of the man-made radioactivity in seawater provides opportunity to
evaluate directly the levels of maximum allowable discharge into marine envi-
ronments of nuclear and non-nuclear pollutants, and to assess capacity of aquatic
ecosystems regarding the assimilation of contamination to be used as a quantitative
measure for environmental regulation of human impacts allowing to maintain it at a
steady state or at the level not exceeding the maximum allowable concentration.
The developed approach to evaluate the maximum allowable annual input of the
toxic contaminants may be a useful tool for environmental regulation of pollution of
seawater.
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Some Aspects of Radioecology in the Areas
Adjacent to Armenian NPP

Garnik E. Khachatryan, Valeriy B. Arakelyan, Nvard V. Simonyan,
Nina I. Mkrtchyan, Tsovak M. Avakyan
and Konstantin I. Pyuskyulyan

Introduction

It is known that the contribution of nuclear power plants (NPP) in the world
production of electricity is significant and is growing year by year. For example, the
share of Armenian Nuclear Power Plant (ANPP) in the energy supply of the country
is about 40 %. There is a reasonable question regarding the possible impact of the
NPP on the biological objects in the environment polluted by 137Cs—the main
component of emissions. Besides NPP, there are other sources of 137Cs emissions
into the environment. However, the contribution of NPP to the radioactive con-
tamination of the environment, in particular radioactive contamination of the
environment adjacent to the plant, is significantly smaller than that of the global
fallout (Moiseev 1990). This complicates the problem of identifying the direct
effects of the NPP on the environment on the background of global fallout.
Therefore, to solve the task, we have developed an approach to estimate the con-
tribution of radioactive fallout from the ANPP on the background of global fallout,
the essence of which is as follows.

Since the radioactive contamination from global fallout in the nature takes place
randomly, during the assessment of the radiation situation on the territory adjacent
to the plant, with the same weather conditions and close characteristics of the soils,
a uniform distribution of the radionuclides must be observed on the area of study.
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The presence of any fluctuation of any parameter, say along the wind rose, would
indicate the presence of nuclear power plant emission.

It is known that the possible impact of the NPP on the environment can extend as
far as 10 km (Il’in and Pavlovskiy 1983). Based on this fact, we have chosen an
area around the ANPP with a radius of 17 km, have determined for it the wind rose
(Report ANPP 2002), and have selected the points of sampling. Thus, in this area,
the only factor that can cause irregular distribution of radionuclides released by the
ANPP will be the wind rose. Consequently, the task of assessing the contribution of
the NPP in the radioactive contamination of the environment against the back-
ground of global fallout will be limited to two subtasks: (i) identification of a
correlation in the dynamics of change of 137Cs concentrations in the soil depending
on the distance to the NPP along the predominant wind direction; and (ii) identifi-
cation of a correlation for the corresponding biological object.

Primarily, the aim of the second subtask was to choose a suitable bio-object of
the environment and the detection of its reaction on the increased concentration of
the pollutant factors, which was caused by the emission of radioactive aerosols. The
biological object must be sufficiently sensitive to the low doses of radiation. Such
an object could represent a community of soil microorganisms, since it is known
that small doses of radiation can have a stimulating effect on biological objects
(Kuzin 2002, 1989; Luckey 1991; Kudryashov 2004; Guidelines 1980); and the
microorganisms are good model objects.

It should be noted that during the study of the reaction of microbiota on the
change of the content of radionuclides in the soil, the evaluation of the number of
individual species composing the microbial population of the soil is also infor-
mative. Equally informative are also the radiobiological parameters that can be
revealed from the curves of survival of the cells of certain types of microflora. It is
known that under natural conditions, different populations of living organisms,
under the influence of enhanced natural background ionizing radiation and
anthropogenic component, undergo some adaptive changes that mobilize their
reparative capacity, which makes their populations more resistant to radiation or
their radiobiological characteristics change. What is more, the probability of
changing of the radiobiological parameters of radiosensitive organisms is higher
than that of the radioresistant organisms (Kiselev et al. 1961; Shevchenko 1983).

Among all the species of the soil bacterial microflora in the area of monitoring,
we have selected the genera of Pseudomonas and Bacillus as objects for the
radiobiological research. This selection has been made based on the published data:
Pseudomonas—as the most radiosensitive part of the bacterial population in the
soil, and Bacillus—as the most radioresistant one (Kuzin and Kaushanskiy 1981;
Hall 2000). They should be present at all the points of observation in order to make
comparative assessment of the amount and radiosensitivity of the individual species
that form the microbial population of the soil. However, the identification of cul-
tures by the methods of routine microbiology is a labor consuming as well as a time
consuming process. A set of fast procedures involving a limited number of rela-
tively simple operations have been developed that allow identification of the
sought-for cultures in the analyzed samples.

316 G.E. Khachatryan et al.



Approaches and Methodological Solutions

Estimation of the concentration of 137Cs in the soil. The concentration of 137Cs in
the soil was measured using a low-background gamma spectrometer with a NaI
detector in Marinelli geometry with software “PROGRESS.300”. In addition, a
pure germanium detector unit with GENIE software support (CANBERRA) was
used. The samples were taken in accordance with the recommendations in
(Guidelines 1980). The weight of each soil sample was from 1200 to 1400 g,
depending on the soil type and its humidity. The minimum activity the installation
can detect is equal to 2 Bq/kg. The specific content of 137Cs was determined by a
series of three measurements for each soil sample. Gamma spectrometric analysis of
the samples showed that the soil contains natural radionuclides 40K, 226Ra, 232Th,
and 137Cs. It should be noted that 137Cs is the main dose-forming factor in the
emissions of NPP, as its half-life is equal to 30.17 years and it is well accumulated
in the environment (Moiseev 1990).

The environment may be contaminated by 137Cs due to two factors: anthro-
pogenic—global fallout and NPPs emissions, and natural—the result of the fission
of U-238 and U-235, the contribution of which, however, is by an order of 3–4
smaller than that from the anthropogenic factors.

The observation points located along the predominant winds blowing in opposite
directions and at different distances from the ANPP, from 800 m to 17 km, have
been chosen as soil sampling sites. In addition to these points, we selected baseline
control points far from the plant. The soil samples were collected from nine points
located approximately on the same line passing along the Wind Rose, through the
site with the ANPP in the middle of the line (Fig. 1).

Soil sampling for physical measurements was made using a special 5 cm deep
steel frame with 10 � 15 cm sides. Each sample consisted of five frames of the soil

Fig. 1 Soil monitoring points. The arrow indicates the prevailing (south-west) direction of winds
at the site of ANPP
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sampled by the method of envelope. When sampling, the soil without vegetation
and, if possible, of the same type were selected. They were mostly brown semi-
desert soils. Before measurement, the sample of soil was dehydrated, ground up,
and then weighed in accordance with the conventional techniques. The prepared
soil sample, weighing from 700 to 750 g, was placed in the measuring chamber; the
measurement time was 3–5 h.

Estimation of total bacterial population in the soil at the monitored points.
Samples were taken from the same areas for both physical measurements and
microbiological studies. In that case, the samples were taken (also by the method of
envelope) using a special steel tube with a diameter of 10 cm and a length of 5 cm.
The soil samples taken at each point weighed about 300 g of soil (a total of 1500 g
from each site of monitoring). This amount meets the microbiological requirements
(Zvyagintsev 1991).

Soil samples from each site of monitoring were thoroughly ground up, mixed up
and then sieved through a sieve of 0.6 mm. The moisture of the sample was
determined via heating a certain soil mass in a drying chamber for several hours at
105 °C until a constant weight was achieved. A weighed portion of soil to be
analyzed, equivalent to 1 g of dry soil, was previously moistened by sterile tap
water then ground up for 5 min in a sterile porcelain cup to a homogeneous pasty
mass. The soil paste was resuspended by gradual addition of water up to a uniform
suspension of final volume of 100 ml and thoroughly shaken for five minutes. Then
the resulting suspension was allowed to stand for 30 s for settling of large particles,
and 0.1 ml aliquot of the suspension supernatant was taken. From the resulting
suspension—soil extract, which, in fact, presented itself the initial cell suspension,
different cell suspensions were obtained via standard dilutions, thus allowing, after
inoculation on the Petri dishes, to choose dilutions, suitable for visual analysis—
counting the number of colonies formed (CFU).

It is known that for many reasons (Egorov 1983; Khachikyan 1998) it is not
possible to determine by thisway the absolute number of viablemicrobial cells per unit
weight or area of the soil. However, since the necessary conclusions actually came to
the comparison of the relative data values, this way was found to be satisfactory.

Estimation of the number of bacteria of the certain genera/species in the
bacterial population of the soil at the points of monitoring. Since the balance of
microorganisms in the microbial community of cultivated soils is always disturbed,
the soil samples for the study were taken just from the virgin lands. To ensure the
statistical validity of the data the samples from each district were taken three times.

To make the obtained results more reliable, from each initial tube with selected
dilutions of cell suspension, parallel inoculations were made on Petri dishes. The
experiments on each soil sample were repeated at least three times.

The methods for isolation and identification of microorganisms. The
microorganisms were identified by traditional methods and techniques of micro-
biology, using classical selective and elective media and approaches (Anikeev and
Lukomskaya 1977; Seliber 1962; Borozdina 2010; Gerhardt 1983a, vol. 1; Gerhardt
1983b, vol. 3; Mishustin and Emtsev 1970; Egorov 1983; Shaposhnikov 1947;
Holbrook and Anderson 1980; Holt 1980; King et al. 1954; Mossel et al. 1967;
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Williams 1936). Below are the steps developed to achieve this goal and a list of
basic media used for their growth during the procedures of analysis of bacterial
cultures. Others are mentioned as appropriate in the section Results and Discussion.

Pasteurization. As a first step towards the isolation of the sought-for bacteria,
heat treatment of the original soil suspension was applied, allowing us to separate
the spore-forming bacteria (bacilli) from the nonspore-forming ones. To do this, an
aliquot of the appropriate dilutions of the bacterial suspension was heated in an
ultrathermostate for 20 min at a temperature of 80 °C then inoculated on an
appropriate medium (Gerhardt 1983a, vol. 1; Egorov 1983).

Growth on a medium with a triphenylmethane dye. Along with the heat treat-
ment, the aliquot was inoculated on a selective medium containing triphenylmethane
dye; on such media, only Gram-negative bacteria are able to grow. The medium was
prepared on the base of Meat-Peptone Agar (MPA), and brilliant green was used as a
dye in a ratio of 1 mg of dye per 200 ml of the medium (Gerhardt 1983a, vol. 1).

Pseudomonas agar medium F. Such inoculation of the medium makes it sure
that the selected biotypes of the bacteria belonged to the species P. putida and
P. fluorescense, dying their colonies as well as the medium on which they grew, to
acquire a characteristic yellow-green color of different intensity (King et al. 1954).

Selective medium by Mossel. It contains 100 ml of egg emulsion and then
polymyxin B added under sterile conditions to 900 ml of the original medium. This
medium allows identifying B. cereus and B. subtilis. Having grown, their colonies
get a specific color. The colonies of B. cereus are red and those of B. subtilis are
yellow (Mossel et al. 1967).

Thus, the media as well as the techniques described above made it possible to
develop a rapid method by which we could for a short time to determine the
required culture in the test samples of soil.

Determination/estimation of radiosensitivity. The B. subtilis and Pseudomonas
(biotypes of putida and fluorescense) cells isolated as objects of investigation were
used in the experiments on determination of radiosensitivity. The cells were grown
on slant MPA for 18 h at 28–30 °C.

The cell suspensions were exposed to X-rays at room temperature using
RUM-17 at tube voltage of 165 kV, current 15 mA and a dose rate of 24 Gy/min.
After making appropriate dilutions, the control and irradiated samples were inoc-
ulated on Petri dishes with MPA and incubated at 28–30 °C. The macro-colonies
were counted in two days after inoculation. There were 4–5 runs of each experi-
ment. The standard error of the mean cell survival values determined by averaging
the results of different experiments was 5 % as a rule.

Results and Discussion

It is known that when radioactive aerosols get into the NPP’s vent pipe and dis-
perse, their minimal concentration is detected on the ground level at the foot of the
pipe. The concentration increases with the distance, reaching its maximum at a
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certain distance, depending on weather conditions and the state of gas-aerosol
mixture (point M-1 marked with an arrow in Fig. 2), and then decreases again
(Netkov and Zlatanova 1984). At the notional point M-1, the maximum concen-
tration of 137Cs fallout and hence its maximum content in the soil is expected.

The distance from the vent pipe to the point of maximum deposition of
radionuclides (point M-1, marked by the arrow in Fig. 1) is determined with
account of the real methodological conditions, the terrain in the area where the
ANPP is located and the characteristics of the ejected gas-aerosol mixture. The
calculations were carried out according to the procedure specified in the works of
Netkov and Zlatanova (1984), and Teverovskiy et al. (1985).

Figure 2 shows the concentrations of 137Cs in soil samples at the points of
monitoring (curve 1). The data from the village of Oshakan (−17.5 km, the first
point on the line along the arrow in Fig. 1) with an abnormally high content of
137Cs in the soil (compare with Table 1) is omitted on the abscissa axis. Other
points correspond to those in Fig. 1.

As can be seen in Fig. 2, the concentration of 137Cs at M-1 is maximal, and
decreases with moving away from the station, decreasing to the values of the
concentrations on the windward side. The curve is demonstrating the influence of
the wind rose—a rather sharp rise and a gradual decline. At a distance of 10 km
from the ANPP, on the windward side (the village of Aghavnatun in Fig. 1), the
specific contents of 137Cs in the soil almost matches its contents directly on the
windward side of the industrial site, which is approximately 1.2 times less than at
the point M-1. The content of 137Cs in the soil in this area is only due to the global
fallout. It means that the difference between the values of the concentrations of
137Cs in the points on the windward side and in the area of M-1 is due to the
influence of the emissions from the ANPP. The concentration of 137Cs in the soil

Fig. 2 The content of 137Cs
(1) and CFU (2) in the upper
five-centimeter layer of soil in
the area of the ANPP (point
0.0 is ANPP; negative
coordinates correspond to
points located on the
windward side). The arrow
shows the point M-1
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decreases with the distance from the windward side of the ANPP, reaching the
natural background values. It means that in the area with a radius of 10 km around
the point M-1, in the direction of the maximum frequency of winds, the contri-
bution of ANPP in the specific content of 137Cs is approximately 124–155 Bq/m2,
which is about 20–25 % of the background due to the global fallout.

Thus, we can assume that the first sub-task is fulfilled and that the adopted
approach has paid for itself. The next step involved a similar study of the corre-
lation by bioindication.

The objective of this subtask was to count the total number of microorganisms
obtained from the observation points.

The total quantity of bacteria in the soil samples taken from the points of
monitoring located on the line from the northeast (windward side) to the south-west
(leeward side) with the center at the site of the ANPP has been determined. Studies
have shown that no significant variations in the integrated characteristics of the
number of bacteria in the samples taken in the areas on the windward side of the
ANPP had been registered. An exception is the territory adjacent to the village of
Oshakan, as was mentioned before; the discussion on this issue follows.

Curve 2 (Fig. 2) shows a statistically significant increase in the total number of
microorganisms in the soil samples taken from sites located 2.5 and 5.0 km away
from the leeward side of the ANPP. Then with moving away from the ANPP, the
number of bacteria decreases and at a distance of 17 km that number is close to that
obtained for the immediate vicinity of the ANPP on the windward side and for the
control area. A comparison of the results shown in Fig. 2 (curves 1 and 2) shows
that near M-1 the increase in the maximum number of microorganisms in the soil is
in full agreement with the highest concentrations of 137Cs (points 6 and 7). This can
be taken as confirmation of the assumption that small doses of radiation may
stimulate the growth of microbial population in soils.

Table 1 The quantitative content of 137Cs, and the content of radiosensitive bacteria of the
Pseudomonas genus and radioresistant—Bacillus in the upper five-centimeter layer of soil along
the prevailing winds

Name of
sampling area
(village/city)

Content of 137Cs in
upper 5-cm layer of
soil (Bq/m2)

The number of colony-forming cells

Bacillus
mesentericus in 1 g
of dry soil (�105)

Biotypes of
Pseudomonas in 1 g
of dry soil (�106)

Oshakan 1630 2.0 3.0

Aghavnatun 502 2.5 5.0

Aragats 505 1.9 5.6

Tsaghkunk 495 1.6 3.5

ANPP 498 2.0 3.8

M-1 629 2.2 1.6

Metsamor 601 1.5 2.0

Mrgashat 487 1.8 4.1

Nor Armavir 462 2.2 5.0
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According to the data on the analyses of the control soil samples with similar soil
characteristics taken at points of monitoring located at sufficient distances from the
ANPP, away from the path of predominant winds (i.e. at the points where the
impact of the station should not be felt in principle), the background concentration
of 137Cs was about 496 Bq/m2.

For complete visualization of the detected pattern, the total number of bacteria in
the areas chosen as control sites was determined. The soils with characteristics
similar to those in the thirty-kilometer zone around the plant, namely—the type and
aridity of the soil, topography, vegetation characteristics, etc., were being chosen.

The control samples were taken from two sites located at a distance of 6 and
7 km from the town of Vedi in the direction along the Vedi River between the
villages Dashtakar and Urtsadzor. These points are located at a distance of
approximately 57 km from the plant and away from the direction of prevailing
winds, which excluded any impact from the ANPP. The total number of
microorganisms in these points was 2.37 � 107 CFU.

As was mentioned above, in the study of certain types the focus on the genera
Bacillus and Pseudomonas was made. With account of the fact that these genera are
major taxonomic groups the members of which may be distributed unevenly in the
soil at the points of monitoring, a matter of first priority was to choose such species
which, according to the literature data, are fairly widespread in the surveyed terrain
and which can be identified with the highest reliability. Initially, the range of our
interests among the bacilli was turned to B. cereus, B. subtilis and B. mesentericus
which, according to the literature (Khachikyan 1998), were common for these soils.

To identify the above-mentioned cultures, we have adopted some techniques and
selective media described in the section Approaches and Methodological Solutions.
We succeeded in isolating of the desired types of bacteria of the Pseudomonas and
Bacillus genera by using different types of media (MPA, brilliant green, MPA-wort
agar, medium of Mossel, sterile potatoes with chalk, gelatin medium, selective media
for Pseudomonas: Agar F and Agar P, and a specific environment with three kinds of
sugars) and by studying the cultural-morphological and physiological-biochemical
characteristics of the bacteria isolated from the soil samples. The short description of
the used methods and approaches is presented in what follows.

For isolation of Gram-negative bacteria, including Pseudomonas genus, it is
suitable to use media that contain triphenylmethane dyes (i.e. Brilliant Green
medium) the presence of which inhibits the growth of Gram-positive cultures. The
combination of such media with the selective media of F and P makes it possible to
identify the biotypes of P. fluorescens and P. putida. With the growth the medium
around the colonies of these cultures acquires a specific yellowish-green color,
making it easy to determine the biotype of interest. As a nutrient medium to
estimate the number of bacteria of the Pseudomonas genus MPA and for the bacilli
—MPA/wort agar in a ratio of 1:1 were used.

Being spore-forming cultures, the Bacillus genus were easily separated from the
others by pasteurization (or selective inhibition by temperature), when the cultures
are incubated in a water bath for 20 min at a temperature of 80 °C. These condi-
tions killed practically all other bacterial cultures as well as vegetative cells of
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Bacilli, not having time to form endospores. After incubation, the inoculation was
performed on MPA/wort-agar medium and the number of colonies was counted.
For the control of the results, inoculation from the initial soil suspension to a
number of selective media was carried out in parallel. For example, on Mossel
medium (Mossel et al. 1967) with polymyxin sulfate «B» added to it, the colonies
of B. subtilis acquired a yellow and those of B. cereus a red color. The Williams
medium (1936) allowed similar control of the sought-for bacilli; the colonies of B.
cereus and B. subtilis having grown on it had acquired a yellow color on a violet
background of the medium. For higher reliability, the isolated culture was com-
pared with the control samples obtained by the classical methods of extraction using
hay in the case with B. subtilis, and potatoes with chalk in the case with B.
mesentericus (Anikeev and Lukomskaya 1977).

During the study the representatives of Pseudomonas genus of the specified
biotype strains had been identified in the soil samples from all the points of
monitoring. Concurrent inoculation of cultures on the media F and B (Gerhardt
1983b, vol. 3) allowed us to easily identify the biotype of Pseudomonas. The
isolated strains of Pseudomonas were compared with the museum strains from the
Culture Collection Museum (Pushchino, Russia).

Among the cultures of Bacillus genus, ultimately the choice had been stopped on
the cultures of B. mesentericus and B. subtilis.

The B. mesentericus had been isolated in all the nine points of monitoring, while
the B. subtilis species was isolated only in six points, which confirmed the existing
literature data (Khachikyan 1998).

Table 1 shows the results of a quantitative study of the above-mentioned
microorganisms in the sampling points.

In Table 1 one can see that the contents of the radiosensitive bacteria of the
Pseudomonas genus in the soil decreases downwind ANPP to minimal in the point
corresponding to the maximum content of 137Cs in the soil. This indicates that the
concentration of 137Cs in the soil is sufficient to inhibit the growth of radiosensitive
microorganisms. As for the content of radioresistant cells of Bacillus mesentericus,
no certain regularity in the change of their contents at different points of observation
had been recorded (Table 1).

Figure 3 shows the results of experiments on the determination of the survival of
bacterial cells of P. fluorescens, isolated from the monitoring sites localized along
the lines passing to the northeast (A—windward side) and southwest (B—leeward
side) from the ANPP, depending on the dose of X-ray irradiation.

Table 2 shows the values of D0 (dose that causes inactivation of 63 % of the
exposed cells) on the survival curves of the cells of P. fluorescens bacteria shown in
Fig. 3.

As it follows from the results of the experiments presented in Fig. 3 and Table 2,
the dependence of the radiosensitivity of the cells of Pseudomonas on the dose of
irradiation by X-rays is in all cases an exponential one. There is almost no differ-
ence between the D0 of the cells of Pseudomonas bacteria isolated from the
monitoring points at different distances from the ANPP and placed windward as
well as alee of the prevailing winds. Exceptions are the cells of bacteria isolated

Some Aspects of Radioecology in the Areas … 323



from the soil samples taken near the village of Oshakan and at the point M-1. The
cells of bacteria isolated from these observation points are a little less
radiosensitive.

We would like to discuss in more details the situation in the village of Oshakan
with abnormally high concentration of 137Cs where not only a high content of 137Cs
(1630 Bq/m2) but also a significant reduction in the total amount of microorganisms
versus the control, namely 1.34 � 107 against 2.37 � 107 CFU, had been detected.
The results presented in Table 1 cannot be taken as casual since the analyses of the
radioresistance of both biotypes of Pseudomonas isolated from the soil taken near

Fig. 3 Dose-response curves of the bacterial cells of P. fluorescens, isolated from the windward
(a) and leeward (b) sites of monitoring. a: 1 Oshakan. 2 Aghavnatun, 3 Aragats, 4 Tsaghkunk, 5
ANPP; b: 1 M-1, 2 Metsamor, 3 Mrgashat, 4 Nor Armavir

Table 2 The value of D0, or the value of radioresistance of bacterial cell of P. fluorescens,
isolated from all monitoring points located on the windward (1–5) and leeward (6–9) side of the
plant

Sample ## Region of sampling Distance from ANPP (km) D0, Gy

1 Oshakan 17 14.0

2 Aghavnatun 10 11.0

3 Aragats 5 11.0

4 Tsaghkunk 2.5 11.0

5 ANPP 0 11.0

6 M-1 2.5 12.5

7 Metsamor 5 11.0

8 Mrgashat 10 11.0

9 Nor Armavir 17 11.0
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Oshakan clearly indicate their increased radioresistance versus the cultures isolated
from the soils with a low content of 137Cs (Fig. 3, curve 1).

A different picture is observed in the case of cells of Bacillus. Figure 4 shows the
dependence of cell survival of bacteria B. subtilis, isolated from the soil samples
collected at M-1, v.Oshakan, and v.Aragats on the radiation dose.

As can be seen from Fig. 4, the shape of the survival curves of cells of bacteria
B. subtilis found in the points of monitoring with different content of 137Cs in the
soil is the same; the initial shoulder, then a straight line in the dose range from 120
to 480 Gy and, at higher doses, the kinetics of the inactivation process slows down.

As it is known, the shape of the curves that show the radiosensitivity of cells
versus the dose of radiation is usually exponential or sigmoidal. The our obtained
survival curves of B. subtilis cells have the form of a sigmoidal curve, with a
so-called “tail”. Such shape of the curve is an indicative of the irradiated cultures
that are inhomogeneous by radiosensitivity. Our studies have been carried out on
cultures in the exponential growth phase, which is dominated by vegetative cells,
but there are also endospores. Thus, the shape of the our obtained curve can most
likely be explained by the fact that the initial part of the curve shows the death of
vegetative cells, and the end part shows the death of the spores that are much more
radioresistant. The data presented in Fig. 3 show that the quantitative characteristics
of the dose-response curves for B. subtilis cells isolated from different monitoring
points are the same. Values of D0 for all the curves are about 120 Gy.

Conclusion

There has been conducted monitoring of the 137Cs content in the soil in the area of
the Armenian nuclear power plant along the predominant winds. It has been shown
that on a distribution curve of 137Cs there is a maximum at a distance of 2.5 km

Fig. 4 Dose-response curves
of cells of bacteria Bacillus
subtilis, isolated from the
following sites: 1 point M-1;
2 v.Aragats; 3 v.Oshakan
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downwind from the plant. The contribution of ANPP in the specific content of
137Cs in the soil is equal to 124–155 Bq/m2, which is about 20–25 % of the
background due to global fallout.

The total number of bacteria in the soil samples taken from the same points of
monitoring has been determined. Studies have shown that no significant variations
of the integral characteristics of the bacterial population had been observed from the
windward side of the ANPP. A statistically significant increase in the total number
of microorganisms is found on the leeward side of the ANPP, the maximum being
registered at the sampling point M-1 at a distance of 2.5 km from ANPP, which
corresponds to the maximum concentration of 137Cs. This can serve as a confir-
mation of the assumption that small doses of radiation may stimulate the growth of
the microbial populations.

It is shown that the number of radiosensitive bacteria of the Pseudomonas genus
along the predominant winds decreases downwind from ANPP with the minimum
being registered at the point that corresponds to the maximum concentration of
137Cs in the soil. As to B. mesentericus, the radioresistance of which is about 100
times higher than that of the bacteria of Pseudomonas genus, there has not been
revealed any law of changing of their number that could correlate with the curve of
distribution of 137Cs in the soils around the NPP. No change in the radiosensitivity
was observed in the comparative studies of the radiosensitivity of the cells of
bacteria B. subtilis isolated from the soil samples taken at points of monitoring with
different contents of 137Cs in the soil.

The picture is different in the case with the radiosensitive Pseudomonas. On the
dose versus response curves is given a somewhat higher value of the dose that
inactivated 63 % of the irradiated cells (D0), which had been isolated from the
sampling points corresponding to the maximum on the curve of 137Cs distribution
in the soils around the ANPP (soils with relatively high concentration of 137Cs in
them).

Thus, the results indicate that the most vulnerable targets of a constant high
radiation background, even within the permissible doses, are the radiosensitive
organisms. To adapt to the new environment, in the cells there take place processes,
which activate their reparation systems and make them more radioresistant.

Finally, an area was found with an abnormally high content of 137Cs, where
there has been fixed a low content (as compared with the control) of the total
number of microorganisms. All the aforesaid about the radioresistant and
radiosensitive bacterial cultures is true for the cultures isolated from the soil sam-
ples collected in the village of Oshakan. The results obtained from this region show
that it is necessary to carry out special comprehensive radioecological studies.

Acknowledgments The work has been done under ISTC Project A-773. The authors express
their gratitude to the directorate of the Centre.
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Prediction of 137Cs and 90Sr
Contamination in the Food Chain
Following a Nuclear Accident

Arrigo A. Cigna

Introduction

When the radioactive fallout due to experimental nuclear weapons explosions some
models were developed in order to foresee the impact in the human food chain. One
of these models was developed and successfully tested with different sets of data
covering several years of fallout contamination in Europe collected at the Euratom
Joint Nuclear Research Centre of Ispra, Italy, (Van der Stricht et al. 1970, 1971).
During such a time period the fallout deposition in that area was widely investigated
and a large amount of data was available (De Bortoli et al. 1968).

Such a model took into account the local characteristics of the environment with
reference to the history of the previous years and the most recent contribution. In
the first days after the Chernobyl accident such a model was applied in order to
have a reliable evaluation of the human food chain to be expected in the immediate
future. At that time predictions without any scientific basis were widely reported
(Cigna 1987, 2008) and a more realistic evaluation was needed.

The results of the measurements obtained on pooled samples of green vegetables
and milk in North Italy, were at least one order of magnitude lower than the values
predicted by the model, in the eight years after the accident when the contamination
became lower than the minimum detectable concentration. The results were very
useful to avoid groundless fears and, therefore, the application of countermeasures
still stricter than those enforced. But in the following years the decrease of the
contaminations was faster than the values predicted by the model. A sudden release
due to an accident, in general, is also much more relevant with respect to the
contribution due to any contamination accumulated in the past.
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The Original Model

Taking into account the fallout accumulated on the soil during the preceding years,
the recently deposited fallout and the contamination found in milk and grass the
original model was developed. In particular it describes the evolution of the con-
tamination in milk and grass without the discrepancies found in previous models.
Such an improvement was obtained by taking into account only the fraction of the
deposition on soil, which is available for the transfer to the grass.

This model was of the type

C ¼ prFr þ pdFd

where:

C is the mean contamination of milk (Bq/L) for a given year, from May
1st to April 30th

Fr is the recently deposited fallout (MBq/km2), for a given year, from May
1st to October 31st

Fd is the fallout accumulated on the soil during the preceding years
(MBq/km2)

pr and pd are proportionality coefficients

The details for the evaluation of the proportionality factors and the time periods
to be taken into account may be found in the original paper. What is relevant here is
that this model described very accurately the evolution of the contamination of milk
and grass during the period of important fallout (the ’60s) around Ispra, Italy (Van
der Stricht et al. 1970). It must be stressed that this model was developed aiming to
study both the contribution of recent and delayed deposition to herbage and milk.
For this reason the spring deposition was taken into account since it was relevant for
the transfer to herbage and successively to milk.

137Cs pr pd
Milk 0.00885 0.002107

Vegetables 0.01054 0.01625
90Sr pr pd
Milk 0.00139 0.000495

Fr 137Cs 14,800 MBq/km2

Fr 90Sr 260 MBq/km2

In the very next days after the Chernobyl accident this model was applied to the
region around Saluggia, Italy, where all the factors were obtained from the regular
surveys carried on around the nuclear centre. The comparison between the model
and the value measured in pooled samples in the years after the accident shows in
general a concentration in the samples around one order of magnitude lower. This
result is due to the fact that the contamination deposited on the ground in the
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previous years was negligible in comparison with the deposition due to the
accident.

The New Model

First of all it must be emphasized that the difference with the original one is limited
to a new set of coefficients, which have been evaluated in order to obtain a good
agreement between the values given by the model and the samples of vegetables
and milk.

The 137Cs values in both kind of samples were obviously more abundant since
the gamma ray spectrometry did not required any time consuming preparation. On
the contrary a lesser number of 90Sr values were available. In addition while the
milk measurements are already the result of a pooled samples, the vegetables
values, in addition to be scanty, are scarcely representative from a statistical point of
view. In fact the concentration of 90Sr in vegetables did not show any coherent
trend. For this reason it was not possible to calculate a reliable model for such
concentrations.

The role played by the release from an accident has a fast decrease in the
successive years because the radionuclides deposited into the soil become less
available with time since some are removed by herbage or move deeper while
some, as Cs, are strongly captured by clay.

In the equation reported above the average deposition due to the Chernobyl
accident, Fr was 14,800 (MBq/km2) for 137Cs and 260 (MBq/km2) for 90Sr.

The proportionality coefficients of the original model have been modified in
order to have a better agreement between the models themselves and the observed
measurements as reported above. In this paper the coefficients adopted are the
following:

137Cs pr pd
Milk 0.01 0.085

Vegetables 0.02 0.0015
90Sr pr pd
Milk 0.0037 0.00085

where:

C is the mean contamination of milk (Bq/L) for a given year
Fr is the fallout (MBq/km2) deposited by the accident
Fd is the fallout accumulated on the soil during the preceding years

(MBq/km2)
pr and pd are proportionality coefficients reported above
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In Figs. 1, 2 and 3 the comparison of the model for milk and vegetables with the
concentration values for 137Cs in milk and vegetables and 90Sr in milk.

Fig. 1 Comparison between the model prediction and the 137Cs concentration in milk. A best fit is
also reported

Fig. 2 New model and measured values of 137Cs concentration in milk
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Results

In case of a sudden release, as for instance due to an accident, it is instrumental to
foresee the behaviour of the radioactive contamination in the food chain. Unless the
area of interest has already been investigated by a radioecological survey, many
environmental parameters are not known and their evaluation would require time
and efforts frequently not available. Therefore a simple model derived from an
experimental investigation could be very convenient to apply for approximate but
reliable information.

As it can be observed in Figs. 2, 3 and 4, the predictions supplied by the new
model here described give an upper value of the concentrations leaving outside very
few values with a prediction of the contamination values to be expected in more
than 90 % of cases. This model for milk and green vegetables may solve the
problem to supply an immediate tool for the management of the consequences of
the accident. Since 137Cs is easily measured by gamma ray spectrometry without
any delay the methodology here described allows an immediate view of the levels
to face in the following years.

The release of 90Sr during the Chernobyl accident was about fifty times less that
the 137Cs release and therefore the few measurements of the concentration in
vegetables did not allow the evaluation of a reliable model for 90Sr also for veg-
etables. Anyway, if necessary, a rough evaluation may be obtained by a comparison
with the results reported for milk.

It must be stressed the danger of over-protection, because a relatively small
reduction of the doses delivered to the population is obtained at an unjustified cost.

Fig. 3 New model and measured values of 137Cs concentration in vegetables
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The real problem to face is the successful communication with the authorities
involved. After the Chernobyl accident, notwithstanding the existence of reliable
information and experts, the countermeasures established in Italy by the Minister of
Health caused high costs and the loss of thousand of human lives due to induced
abortions (Cigna 2009). Unfortunately such a tragedy was also common in other
European countries as reported in Table 1.

These numbers are the proof of the horrible effects due to unjustified counter-
measures resulting in consequences worst than the effects of the accident itself. The
final conclusion is the necessity of every effort to educate authorities to rely on
competent organizations with a good specific experience and avoiding the trend of
media based on emotion only.

Milk

0.01

0.1

1

10

Years

B
q/

L

1986 1987 1988 1989  1990  1991  

Fig. 4 Model and measured
values of 90Sr concentration
in milk

Table 1 Induced abortions
or decrease in births in some
European countries after the
Chernobyl accident (details
in: Cigna 2009)

Country Increase in abortions

Measured Estimated Decrease in births

Denmark 230 ND ND

Finland 0 ND 350

Greece ND 2500 ND

Hungary 0 ? About 8000

Italy ND
ND
2600–8000

About 2000
ND
ND

About 3500
5800
ND

Norway 0 About 100

Sweden 500–600 ND ND
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Conclusion

As it has been pointed out previously, in case of an emergency it is necessary to
have the best tools for the implementation of the countermeasures. In particular it is
relevant to avoid those overprotection that may produce effects sometimes worst
than the accident itself, as it was reported before. Therefore a strong effort must aim
to have the competent authorities avoid taking emotional decisions instead of sci-
entifically founded ones.

Acknowledgments I am very grateful to Dr. Sandro Ridone for the help in the preparation of
diagrams and Dr. Daniela Pani for the revision of the English text. This paper is devoted to the
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References

Cigna AA (1987) A simple model for the prediction of 90Sr, 134Cs and 137Cs concentrations in the
food chain. In: Proceedings of international seminar on foodstuffs intervention levels following
a nuclear accident, Luxembourg, CCE Report EUR 11232, pp 239–249

Cigna AA (2008) Comments on “the role played by stakeholders in the public debate that brought
Italy out of the club of nuclear energy producers”. Health Phys 94(5):484–485

Cigna AA (2009) Impact of the Chernobyl accident in Western Europe. Environ Protect Ecol 10
(2):476–487

De Bortoli M, Gaglione P, Malvicini A, Van der Stricht E (1968) Five years experience of 90Sr and
137Cs herbage to milk transfer under field conditions. In: Proceedings of 1st international
congress IRPA, Rome 2, pp 1053–1063

Van der Stricht E, Gaglione P, De Bortoli M (1970) Valutazione della contaminazione dell’erba e
del latte dovuta al 137Cesio nelle ricadute radioattive. G fis sanit prot raziaz 14(2):53–60

Van der Stricht E, Gaglione P, De Bortoli M (1971) Predictions of 90Sr levels in milk on the basis
of deposition values. Health Phys 21(2):217–226

Prediction of 137Cs and 90Sr Contamination in the Food Chain … 335



Principles and Methods of Radiocapacity
Assessment of Ecology Systems

Yury Kutlakhmedov, Gennady Polikarpov and Vladimir Korogodin

In the Ural laboratory of N.W. Timofeeff-Ressovsky the extensive radioecology
(radiation biogeocenology) investigations were provided (Timofeeff-Ressovsky
1957) These investigations resulted in the concept of distribution, redistribution and
migration of radionuclides in natural conditions (Fig. 1).

Agre and Korogodin (1960) offered the concept of radiocapacity of ecosystems
to assess the role of bottom sediments in the removal of radionuclides from the
water. Later the concept of radiocapacity was developed (Polikarpov and Egorov
1986) . The idea of ecological capacity as a measure of ecosystem reliability
(Polikarpov 1985) is based on the assumption the dual function of ecosystem. To be
reliable any ecosystem has to reproduce its biota and to serve as a self-conditioning.
Conditioning capacity is determined by the flow of pollutants, which does not
disrupt the ecosystem. The reproduction function supports a balanced level of
biomass species, their abundance, biodiversity, etc. (Polikarpov and Egorov 1986).
It is necessary to do two assesses of reliability of ecosystem: the probabilities of its
reproduction (P1) and conditioning (P2).

For the first time the article was published in the book “Heuristic Radiobiology”, Kiev, Naukova
Dumka, 1988, 109-115. It was presented by the M.G. Kholodny Institute of Botany, AS USSR,
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The assessment of reproduction reliability of ecosystem should take into account
species diversity; overall indexes of biomass, growth rate, species density, and
lifespan of the individuals of different species. The overall biomass in ecosystem is
determined by the formula

�B ¼ s
Xn

i¼1

ðBi=BmaxÞN; ð1Þ

where N is maximum number of species; Bmax is maximum biomass among species;
Bi is biomass of ith species; r is a rank relevance, which is evaluated by expert
assessments and equal to 0.567. The other indexes can be similarly determined
according to their rank value. The reproduction reliability of ecosystem can be
estimated as the ration of sum of their indices to sum of their ranks.

Let us evaluate a probability of conditioning (P2) of ecosystem experienced
effects of k pollutants. We suppose that the capacity assessment for each pollutant is
known (Fi.). Understanding of “the weakest link” allows us to estimate the overall
reliability (F) by the formula

F ¼
Yk

i¼1

ð1� FiÞ; ð2Þ

Fig. 1 Arrival of N.W. Timofeeff-Ressovsky on the Biological Department of the MSU (1960).
From left to right: M. Aslanian, G.G. Polikarpov, A.N. Tyuryukanov, N.W. Timofeeff-Ressovsky,
V.I. Korogodin, V.M. Glazer (from the archive of V.L. Korogodina)

338 Y. Kutlakhmedov et al.



where k is number of pollutants; Fi is a factor of capacity for each pollutant in
ecosystem. Synergism and antagonism of pollutants will increase or decrease their
effect.

In radioecology the main assessment of ecological capacity is its radiocapacity.
It is determined by the amount of radionuclides which can be kept for a long time in
the ecosystem. Radiocapacity can be quantitatively counted as a radionuclides’
share held in the ecosystem in comparison with the total incoming activity. This
percentage may vary from 0 to 1. It depends on the characteristics of the ecosystem
and, primarily, accumulation coefficients of its living and nonliving components.

Consider two extreme values of the radiocapacity. If radiocapacity is equal to 1,
it means that the nonliving and living components are fully capable to hold all
incoming radioactivity in this ecosystem. The radionuclides somehow remain in the
ecosystem, i.e. in soil, in sediments of water bodies, in plants, animals, etc. This
case relates to the ideal ecosystem. Another extreme case when radiocapacity equal
to 0, i.e., ecosystem is not capable of holding radioactive substances. What
radionuclide enters the ecosystem, and so it exits.

This “transit” type of ecosystems is possible in the case of radionuclides of noble
gases, or extremely rapid relief a large number of radionuclides, when all the basic
mechanisms of conditioning did not manage to largely operate, or when radioca-
pacity ecosystem has already been exhausted and coming anew radioactive
substances in it is almost not held.

Let’s consider the principles and methods for assessing radiocapacity of simple
ecosystem of descending series (cascade) of freshwater sedimentation reservoirs.
A.L. Agre and V.I. Korogodin (Agre and Korogodin 1960) offered to calculate the
radiocapacity of a freshwater reservoir by formula

F ¼ Kh=ðHþKhÞ; ð3Þ

where H—the average depth of the reservoir; h—the average thickness of sorbent
layer of soil; K—average weighted sorption coefficient in this layer (accumulation
factor). In the steady state radiocapacity factor F describes a part of the radioactivity
that is bound up with its sediments, and the (1 − F) value presents radioactivity in
the water which goes through the upper discharge flowing into the pond next stage.
It can be expected equilibrium steady state in the reservoirs for the system of slowly
flowing ponds. It is possible to estimate total radiocapacity of this cascade, knowing
the parameters of reservoirs and their own radiocapacity. Sequential equilibrium
system of ponds can be considered as independent entities and, therefore, it lets
count their radiocapacity independently and sequentially.

Table 1 presents the parameters of the system of slowly flowing reservoirs and
the calculated value of the radiocapacity factor F, which varies from 0.6 to 0.8.

In the first pond, the sediments and benthic communities sorb and accumulate
0.7 part of the total radioactivity (A), and the rest (0.3A) remains in the water,
plankton and neuston organisms and goes to the second reservoir; 0.6 part of the
radionuclides which were came in the second reservoir (0.6 � 0.3A = 0.18A), goes
into the its sediments, and the rest (0.3 − 0.18 = 0.12)A goes into in the third
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reservoir cascade, and so on. The total radioactivity of the water of the sixth, the
latter stage of the reservoir will be equal to 0.0006A, and the overall radiocapacity
cascade of six reservoirs is a significant value of 0.9994.

This high capacity of the cascade of reservoirs reduces the radioactivity of the
water by 3–4 orders. It suggests a high conditioning capacity of the cascade of
reservoirs in relation to the discharge of radioactive substances in it. The proportion
of radionuclides from the initial their amount that passes through the cascade is
defined as the product of probabilities of going through every single body of water
(1 − 0.7) � (1 − 0.6) � (1 − 0.8) � (1 − 0.7) � (1 − 0.7) � (1 − 0.7). Radiocapacity
of each reservoir is an independent value, which leads to effective filtration of
radionuclides and their decrease by 3–4 orders. Of course, it is necessary to take
into account the radionuclide releases which depend on season changing.

The following are estimates of reliability function of self-reproduction of the first
model reservoir under the simplified scheme of calculation. Data on its phyto-
plankton in three generalized parameters were obtained in the course of long-term
observations. Species diversity is estimated by the formula

�N ¼ N
50

a; ð4Þ

where N is number of species in an ecosystem; a is significance coefficient of the
criterion (0.77). According to the preliminary estimates, 50 is the number of species
in an ecosystem, which is sufficient for its normal functioning. If N � 50, than the
value of N is assumed to be 1. Generalized biomass is calculated by the formula (1).

Similarly, a generalized numbers is calculated by the formula

�K ¼ g
XN

i¼1

ðRi=RmaxÞN; ð5Þ

Table 1 Parameters: area (S), volume (V), thickness of sorbent layer (h), and characteristics:
coefficient of radionuclide accumulation (K), radiocapacity factor (F), share of the total
radioactivity in the reservoir’ water (A) of the cascade of settling-ponds

Reserv.
number

Area
(S),
m2

Volume
(V), km3

Average
depth
(H), m

Thickness
sorb. layer
(h), cm

Coef.
accumul.
(K)

Radio-capacity
factor (F)

Radioact.
in water,
share (A)

1 920 3.7 4 10 100 0.7 0.3

2 680 2.6 4 10 50 0.6 0.12

3 2250 13.5 6 10 800 0.8 0.024

4 570 2.4 4 10 100 0.7 0.007

5 410 3.3 8 10 230 0.7 0.002

6 2150 18.2 8 10 280 0.7 0.0006

Fcascade = 0.9994
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where N—numbers of the specific species (per unit volume); Rmax—maximum
numbers among species in this ecosystem; c—significance coefficient of the cri-
terion (0.64).

The total capacity of self-reproduction of the ecosystem is determined by the
formula

Pi ¼ ð�Nþ �Bþ �KÞ=ðrþ aþ cÞ ¼

¼ 0:39N=50þ 0:29
XN

i¼1

ðBi=BmaxÞNþ 0:32
XN

i¼1

ðRi=RmaxÞN
ð6Þ

The P1 values were obtained by years of observations of ecosystem and may
serve as a simplified assessment of the ecology capacity, ie the reliability of a given
ecosystem. In this assessment the radiocapacity factor F can be accounted to
evaluate radiation reliability (P = P1F).

Tables 2 and 3 present the criteria and capacity of phytoplankton ecosystem for
different observation time and points in space of the reservoir. Attention is drawn to
the stability of the value of capacity on productivity (P1) and its independence from
the seasons of observation. Table 3 shows that ecosystem reliability changes
insignificantly (�0.5) in the middle site (1965–1967). In the period from 1967 to
1969, a decline of ecological capacity to the value of 0.3 is observed, which
corresponds to the period of strong anthropogenic impacts on the water body, and
then there is the restoration of the values of P1 to 0.5. The findings of the simplified
calculation of the ecological capacity of the reservoir model showed the possibility

Table 2 The criteria values of phytoplankton ecosystem of the model reservoir at different points
in a separate area: number of species (N), numbers of species (K), biomass (B), ecology capacity
(P1)

Date, 1981 Number of
species, N

Numbers of species, К Biomass, B Ecology capacity, P1

26. V 74 0.038 0.039 0.47

29. V 46 0.071 0.10 0.53

1. VI 60 0.034 0.06 0.48

4. VI 68 0.030 0.05 0.47

7. VI 77 0.044 0.08 0.51

15. VII 79 0.038 0.036 0.47

18. VII 60 0.033 0.034 0.45

21. VII 28 0.096 0.13 0.45

24. VII 34 0.058 0.046 0.38

9. X 35 0.041 0.064 0.38

14. X 24 0.13 0.21 0.48

Average value P1 = 0.045
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of using this approach to assessing the reliability of the ecosystem on its
self-reproduction.

The reliability of the first model reservoir in conditions of radioactive contam-
ination can be determined by the product P = P1 � P2 = 0.5 � 0.7 = 0.35. As a
whole, this value reflects the high ecological capacity, and, respectively, the reli-
ability of the first model of the reservoir.

Cascade ponds will work well as a decontamination system for a number of
years, until exhausted radiocapacity sediment. The degree of depletion of the
radiocapacity of the reservoir is determined primarily by the rate of dumping of
radioactivity in it. If the rate of dumping does not exceed the rate of sorption and
bioaccumulation, the accumulation of radionuclides in sediments and benthos may
occur almost linearly over 3–20 years without significant deterioration of water
quality in the reservoir (Timofeeva-Ressovskaya and Timofeeff-Ressovsky 1960).

Further studies on specific ecosystems allow us to determine the usefulness of
the proposed heuristic approach to the assessment of their radiocapacity and
reliability.
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Part V
Radiation and Man



Fundamental Mechanisms Underlying
the Ill Health and Chronic Fatigue
Syndrome Suffered by Atomic and Gulf
War Veterans: A Unifying Hypothesis

Carmel Mothersill and Colin Seymour

Introduction

These are two key hypotheses we wish to propose which will be discussed below.

1. CFIDS is caused by low dose chronic or acute exposure to stressors including
radiation. The stress signalling leads to epigenetically sustained genomic
instability in stem cell microenvironments producing the various immune,
neurological and gastrointestinal symptoms.

2. Alleviation of CFIDS will involve understanding the initial signalling process
and deactivating it or resetting it using inhibitors or epigenetic modifiers.

Background

CFIDS is a debilitating illness of unknown aetiology. It often manifests suddenly
after exposure to stress or a flu-like illness (Katz and Jason 2013; Glaser and
Kiecolt-Glaser 1998; Morris and Maes 2013; Bansal et al. 2012). However the
symptoms which include multiple manifestations of both neurological, gastroin-
testinal and immune dysfunction (Maes et al. 2009; Maes and Twisk 2009;
Moss-Morris et al. 2013), strongly suggest an underlying malfunction in the ability
of the cells and tissues to manage cellular stress (Nicolson 2007; Hanley and Van
de Kar 2003). We suggest that stem cells are a particular target and that regarding
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CFIDS as a malaise of the stem cells might provide new insights into potential
treatments (see Fig. 1 for the model).

Similar syndromes to CFIDS include the complex set of symptoms seen in
Atomic Veterans and Gulf War survivors which are often dismissed as psycho-
logical (Ferguson and Cassaday 2001–2002; Israeli 2012; Garcia 1994; Murphy
et al. 1990) because the small numbers and varied symptoms are not amenable to
epidemiological analysis (McCauley et al. 2002; Coughlin 2013). However the
variability in symptoms would imply that the abnormality may be unexpressed until
a major stress event challenges the tissues to regenerate or otherwise become
activated. The stress event could be biological e.g. viral infection, vaccine
challenge, radiation or toxin exposure, or psychological e.g. war, catastrophic
accidental event occurs which triggers the emergence of the full-blown syndrome
(Maloney et al. 2013; Glaser et al. 1998; Witthöft et al. 2013). There is convincing
but largely anecdotal evidence that chronic exposure to low doses of ionizing
radiation (LDIR) is associated with neurological effects such as memory impair-
ment, chronic fatigue syndrome and cognitive decline in humans (Marazziti et al.
2012; Ballesteros-Zebadúa et al. 2012; Huang 2012). The Cold War veterans
represent the best example of this (Hansen and Schriner 2005) but because the
prevailing theory in radiation biology and radiation protection did not recognise
these low dose effects, the cohorts have not been well studied and are now too old
to be systematically studied.

Major advances have now been made in our understanding of low dose effects in
the laboratory and it is clear that these studies could significantly advance our

Fig. 1 Proposed model
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understanding of chronic ill health syndromes in general and CFIDS in particular.
Recent evidence mainly funded by NASA, who are concerned about long term
exposure to space radiation on cognitive function, fatigue and other non-cancer effects
in astronauts (Cucinotta et al. 2013; Ushakov et al. 2011) implicates the neural stem
cells in the process since these are extremely sensitive to LDIR (Kim et al. 2013;
Etienne et al. 2012). The immune dysfunction symptoms could result from com-
promise of the bone marrow stem cells for which there is ample evidence linking
radiation exposure to genomic instability in the stem cells (Mothersill and Seymour
2012; Szumiel 2014). Similarly gastrointestinal stem cells are also known to be
extremely sensitive to low doses of radiation (Mothersill and Seymour 2012; Szumiel
2014). The mechanisms are unclear and obviously in order to treat or prevent the
impacts of LDIR, mechanistic understanding of the process is crucial. This proposal
aims to test the overall hypothesis that chronic fatigue and immune dysfunction
syndrome (CFIDS) can become established in latent form as genomic instability
maintained epigenetically though signalling (bystander effect) either due to
genetic/epigenetic predisposition or as a result of chronic exposure to multiple
stressors including LDIR.A trigger stress can then lead to full-blown expression of the
disease.

Radiation biology has undergone a paradigm shift in recent years (for reviews
see Mothersill and Seymour 2012; Szumiel 2014). The old idea was that DNA
damage caused by radiation developed in a dose dependent manner and was usually
efficiently repaired meaning that low doses caused very low or no effects (Hall
2011). Cancer was considered to be the only low dose effect and doses below
100 mGy were not considered to cause incidence above background (Morgan and
Sowa 2013). Chronic doses and doses due to “internal emitters” i.e. ingested or
inhaled radioisotopes were largely ignored (Mothersill and Seymour 2013). This all
changed in the late 1980s and early 1990s when there were major breakthroughs
which showed that the effects of ionizing radiation were very different after low
doses and that even after high doses, repair was not an all-or-nothing affair. The
phenomena of Lethal Mutations (Seymour et al. 1986), Genomic instability
(Kadhim et al. 1992) and the Bystander Effect (Nagasawa and Little 1992) all
suggested that effects of LDIR were very complex and very long lasting. Later
research implicated the immune system (Hilgers and Frank 1994; Ojo-Amaize et al.
1994; Yancey and Thomas 2012; Lorusso et al. 2009) and linked cellular oxidative
stress and inflammatory response to the perpetuation of a chronic dysfunction in
affected cells, which could be inherited via epigenetic mechanisms (Landmark-
Høyvik et al. 2010; Smith et al. 2008). Now it is accepted that these mechanisms are
fundamentally important to the understanding of cellular and organismal responses
to LDIR and many other stressors such as metals, organic toxins and pathological
agents. Many mechanisms, particularly those involved in the initiation of the sig-
nalling pathways are still largely unknown although recent evidence from our
laboratory implicates LDIR induction of UVA photons in exposed biological
material and cells (Ahmad et al 2013; Le et al. in press). The UVA is thought to
generate reactive oxygen species (ROS), which have long been known to com-
promise mitochondrial function and disrupt the sensitive control of inter and intra
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cellular signalling (Festjens et al. 2006; Formigari et al. 2013; Frank et al. 2012;
Morris and Maes 2014; Meeus et al. 2013; Voloboueva and Giffard 2011).

The theme, which comes through much of the literature about CFIDS is that it
appears to have no one cause or clear set of symptoms. Its appearance can appear
random and may be distant in time from an alleged triggering stress event. This is
why its existence is sometimes denied by Western Medicine. However, this is
exactly what would be predicted to happen if LDIR or other low dose toxic
exposures were involved. It is particularly true if there is a two-stage etiological
mechanism involving chronic low dose multiple stressor exposure followed by (or
possibly preceded by) an acute mental or physical stress. One idea we will pursue
throughout this research program is that CFIDS would have no clear cause or set of
symptoms if it were a system level disease consequential upon systems not com-
municating or interacting as they should. Symptoms and causes would then be
system specific. Individual predisposition to sensitivity would then be a most
important factor (hence our interest in the impacts of chronic stressors during
developmental). This individual, underlying sensitivity would be exacerbated by
acute stressor exposure acting on the same or an interacting system. The mode of
action of the stressors would also be important e.g. whether they act locally or
systemically and whether exposure is local or systemic. A major focus of our
research and possibly the major key to understanding CFIDS mechanisms is to
understand the role of signalling processes in converting initially localised
responses into systemic responses via processes such as “bystander signalling”.
Currently our research is suggesting that physical signals including photons in the
UV range and phonons (sound vibrations) are key early initiating events when cells
or organisms are exposed to LDIR (Mothersill et al. 2012). These signals may not
initially be recognised as related to the LDIR exposure but we have shown they
result in oxidative stress leading to inflammatory responses, which are of course
systemic and deleterious and may underlie CFIDS pathology.

The section which follows is built around three quite specific research questions
which we think should be explored to identify possible metabolic pathways which
could be manipulated to reset the systemic disorder which underlies CFIDS.

What Are the Basic Mechanisms Involved
in the Communication of Stress Between Cells in Tissues?

We need to explore how the physical electromagnetic energy (EM) associated with
low dose exposures to electromagnetic radiation, is transduced to lead to biological
responses in affected human patients. We know that UVA is involved and intend to
explore what molecules absorb the UV energy and what results from this absorption.
We suspect that the perturbation of delicately balanced voltage gated ion channels is
involved and there is direct evidence for both sodium (Na v 1.5) and calcium
(5HT-3A) ion gated channels being involved in the mechanism. We know that the
energy perturbation results in activation of H-Ras and MAPK stress response
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pathways but that instead of apoptosis occurring (which would remove damaged
cells), a process known as genomic instability results. This is a permanent increase
(reset) in the tolerance of the stem cell population for mutations. It is driven by
bystander signals and is an example of an epigenetic control mechanism which
results in chronically compromised stem cells in an abnormal microenvironment.

It will be important to investigate how mitochondria in stem cells coordinate
function and decide response after toxin challenge. Of particular interest here is the
putative photoreceptor in the mitochondrial membrane thought to be part of com-
plex IV. This links in with our laboratory’s recent work on UVA emission by cells
when exposed to ionizing radiation which was discussed earlier. We do not know if
other stressors such as metals can cause UVA emissions. However the common
mechanisms seen in metal, bacterial and radiation challenged tissues and organisms
strongly suggest a common underlying stress response which could involve UVA
leading to ROS generation and consequent mitochondrial activity.

This area of research could be progressed by using co-culture systems where
acutely stressed cells can signal to chronically stressed or control cells. Endpoints to
be measured include bystander signal production, calcium and sodium fluxes across
membranes using patch clamping, mitochondrial numbers, location and function,
expression of key stress response proteins and UVA emission. Now that we have
the antibody to the sodium channel Na v 1.5, associated with the ciguatera toxin
which also is affected by chronic LDIR exposure, we will have a direct link
between bystander signalling and channel activation in clonogenic stem cells.

Treatment of CFIDS Will Involve Elimination of Stress
Signal Production and Resetting of the Supportive
Microenvironment Which Allows the Aberrant Cells
to Thrive

Several lines of evidence implicate LDIR exposure to internal emitters such as
polonium, strontium, caesium, uranium or radium in the production of chronic
ill-health and chronic fatigue syndromes. Classic examples are the ill-health of
atomic veterans who were exposed during the Cold War, Gulf War personnel and
inhabitants of Gulf War or nuclear bomb test countries e.g. the Marshall Islanders.
While Governments mostly deny a causal link between ultralow dose radiation
exposure and chronic ill health, because of weak epidemiology, a perfectly logical
explanation is that the exposures lead to genomic instability driven by oxidative
stress in the extremely sensitive stem cell compartments in the body which causes
chronic inflammatory processes to occur and injures the microenvironment leading
to a “self-sustaining” disease prone state. These processes are known to underlie
many of the chronic conditions including CFIDS from which these cohorts suffer.

An approach which might prove useful would be to culture stem cells from key
tissues such as brain (hippocampus), gastrointestinal crypts and bone marrow in
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compromised micro-environments of support cells, which has been conditioned by
LDIR exposure to signal stress to neighbouring cells. The behaviour of the stem
cells in these conditions could be monitored using the assays suggested in
Section “What Are the Basic Mechanisms Involved in the Communication of Stress
Between Cells in Tissues?”. It would also be useful to test the effectiveness of
interfering with UVA production, with ROS, with MAPK pathways and with p53
pathways to see if this will prevent damage to the stem cells. Finally, there are
established treatments for CFIDS promoted by practitioners of alternative medicine
with proven effectiveness in eliminating symptoms such as the terpene D-limonene
or curcumin. It would be very important to see if these substances are effective at
preventing genomic instability from occurring or being expressed in the stem cells.
This would provide useful confirmation of the correctness of our hypotheses.

Probing the Neurodevelopmental Processes as Affected
by LDIR or Trace Metals and Microtoxins Thought to Be
Involved in the Aetiology of CFIDS

As discussed earlier we now have substantial evidence that neurotransmitters and
their inhibitors and activators can modulate response to toxin or radiation challenge
even in non-neural cells. This is logical given that embryonic stem cells are
pluripotent. It stands to reason that all cells have the potential to develop or express
receptors if induced by the correct stimuli. In the case of stem cells in differentiated
tissues, this potential is very great if the epigenetic information forthcoming. These
mechanisms, if fully understood could lead to development of new drugs for
modulating metal or radiation effects in cells, thus providing hope for CFIDS
patients.

Membranes in the body function as barriers maintaining differential concentra-
tions of ions on either side of the membrane by creating and maintaining a potential
difference or electrical gradient. Channels in the membranes regulate the passage of
sodium, potassium, calcium and chloride ions. These are known as ion channels
and the passage of ions through them is tightly regulated.

The specific case of voltage-gated ion channel (VGIC) manipulation in the
nervous system is of particular interest to those interested in LDIR because both
radioactive metal ions similar to sodium, potassium or calcium (e.g. strontium,
caesium, radium) and non-particulate ionizing radiation (e.g. x or gamma rays)
would, by exciting or ionizing the membrane, upset delicate VGIC balances. This
could lead to complex or chaotic responses. Channelopathies are linked to at least
20 diseases now including CFIDS (Kass 2005; Waxman and Ptacek 2000;
Chaudhuri et al. 2000). A particular focus of our research will be the 5HT type 3A
channel with we already know to be involved in the calcium response to LDIR
(Fazzari et al. 2012; Mothersill et al. 2010; Saroya et al. 2009; Poon et al. 2007;
Mothersill et al. 1976) and the sodium channel Na v 1.5 which is involved in
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internalising ionizing radiation (radioisotopes) and is known to be altered in CFIDS
patients (Fulle et al. 2003; Beyder et al. 2010; Abriel 2010). We hypothesise that
very low doses of ionizing radiation can cause excitation of cell membranes leading
to aberrant ion fluxes and initiation of inappropriate signalling—a systemic con-
sequence. We postulate that the cognitive defects in CFIDS patients may result
from this leading to a hypersensitive state in chronically stressed individuals.

Because we think that CFIDS is related to early exposure to chronic stress during
development followed by an acute triggering exposure during later life, we suggest
that human embryonic stem cells should be used for these experiments. These can
be induced to differentiate along neural, gastrointestinal or bone marrow stem cell
pathways and development can be tracked using a number of specific markers for
tissue specific development and differentiation (Curtis et al. 2014; Wu and Wang
2012). Agonists and specific inhibitors should interfere with the differentiation
pathway and allow us to pinpoint metabolic pathways implicated in the develop-
ment of CFIDS.

Conclusion

This paper presents a working hypothesis which seeks to provide an explanation for
a distressing collection of symptoms associated with low dose radiation exposure
which result in Atomic Veterans syndrome, Gulf War syndrome, Chronic Fatigue
and Immune Deficiency Syndrome and Myalgic Encephalomyelitis. Also presented
is a possible research approach to improving treatment for sufferers of these
complex diseases.
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Relevance of the Chernobyl Research
for the Evaluation of Genetic Radiation
Risks in Humans

Inge Schmitz-Feuerhake and Sebastian Pflugbeil

Introduction

The most serious effects of ionizing radiation—hereditary defects in the descen-
dants of exposed parents—had been already detected in the 1920s by Herman
Joseph Muller. He exposed flies—Drosophila—to X-rays and found malformations
and other disorders in the following generations. He concluded from his investi-
gations that low dose exposure, and therefore even natural background radiation, is
mutagenic. Already in the thirties, the idea arose that cancer is initiated by a single
cell transformation, a “somatic” mutation. Likewise, Muller concluded that there is
no harmless dose range for cancer induction either (Muller 1936). His work was
honoured by the Nobel Prize for medicine in 1946.

Muller—as a famous expert for radiation—was designated for a speaker at the
Atomic Conference in Geneva in 1955 where the large-scale, so-called peaceful,
use of nuclear energy was announced by U.S. President Eisenhower. But then they
became aware that he had warned against the deterioration of the human genetic
pool by the production of huge amounts of artificial radioactivity, and the invitation
was cancelled (his manuscript is still available).

Nevertheless, previously, genetic effects in descendants were thought to be the
most significant injuries caused by radiation. From this results the protection of the
gonads, if possible, during x-raying for diagnostic purposes.

The International Committee on Radiological Protection ICRP, however, sub-
stantially decreased their risk estimate in 2007 (Table 1).

I. Schmitz-Feuerhake (&)
University of Bremen, Bremen, Germany
e-mail: ingesf@uni-bremen.de

S. Pflugbeil
German Society for Radiation Protection, Berlin, Germany
e-mail: pflugbeil.KvT@t-online.de

© Springer International Publishing AG 2016
V.L. Korogodina et al. (eds.), Genetics, Evolution and Radiation,
DOI 10.1007/978-3-319-48838-7_30

357



The value of 0.2 % per Sv means that, if a population is exposed to a gonadal
dose of 1 Sv, 0.2 % of the persons will have a genetic disorder caused by radiation.

The ICRP claims that there is no direct evidence that children of exposed parents
will suffer from heritable diseases. They refer to their human reference group, the
Japanese survivors of the atomic bomb explosions in Hiroshima and Nagasaki in
1945. The American-Japanese Institute in Hiroshima did not find mutations in the
descendants of the survivors. Because of the evidence of such effects in animal
studies, they derive their current risk figure from experiments in mice. They con-
sider only dominant mutations in the first generation. Their result corresponds to a
doubling dose of about 2 Sv which is similar to the evaluation by the UNSCEAR
committee (2001).

There exists a variety of arguments against the Japanese survivors as a suitable
reference for common populations; the most relevant in the case of hereditary
effects may be the high dose rate by the bomb explosion in comparison to situations
of chronic exposure where all stages of sperm development are continuously
affected.

Effects in populations exposed by Chernobyl fallout are excluded by the official
committees, because they claim that the doses are much too low in order to generate
statistically observable increase. This, however, is certainly wrong, because we
know from many studies of chromosome aberrations, that the exposures calculated
by UNSCEAR are much too low.

Hereditary disorders are classified in 4 groups (Uma Devi et al. 2000):

1. Mendelian disorders due to defective single genes which follow Mendel’s laws
of inheritance

2. Chromosomal disorders as e.g. Down’s syndrome
3. Polygenic disorders to be detected in clusters in families
4. Non-chromosomal inheritance which has nothing to do with genes.

Examples for diseases are shown in the following list where those which have
been found after low level exposures were printed by us in italics:

1. Mendelian

Autosomal dominant; examples:
Huntington’s chorea, polycystic kidney, multiple polyposis, cerebellar ataxia,
myotonic dystrophy

Table 1 ICRP
recommendations 2007

Detriment adjusted nominal risk coefficients for radiation
effects in an exposed population

Present (% per Sv) ICRP 1990 (% per Sv)

Heritable
effects

0.2 1.3

Cancer deaths 5.5 6.0
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Congenital abnormalities as syndactyly, brachydactyly, polydactyly, taste for
the chemical PTC (taste is dominant to non-taste), acondroplasia, bilateral
aniridia, osteogenesis imperfecta
Autosomal recessive; examples:
Cystic fibrosis, phenylketonuria, lactose intolerance, adrenal hyperplasia
Sex-linked; examples:
X-linked dominant/Duchenne muscular dystrophy, haemophilia A, some forms
of colour blindness, fragile-X associated mental retardation, X-linked retinitis
pigmentosa
X-linked recessive/birth deficit of females.

2. Chromosomal

Aneuploidy (numerical chromosomal anomaly); examples:
Down syndrome (trisomy 21), Turner syndrome (X0), Klinefelter syndrome
(XXY)
Structural anomalies; examples:
Cri du chat syndrome (deletion in chromosome 5), preimplantation loss,
embryonal death, foetal abortions.

3. Polygenic

Cluster in families; examples:
Congenital abnormalities as neural tube defects, heart defects, pyloric stenosis,
cleft lip with or without cleft palate, undescended testes
Common disorders of adult life of varying severity. Among the serious condi-
tions are schizophrenia, multiple sclerosis, epilepsy, acute myocardial infarc-
tion, systemic lupus erythematosus. Moderately serious conditions include
psychoses, Graves’disease, diabetes mellitus, gout, glaucoma, essential
hypertension, asthma, peptic ulcer, rheumatoid arthritis. The least severe dis-
eases include varicose veins of the lower extremities and allergic rhinitis.
Cancer.

4. Non-chromosomal inheritance

Cytoplasmic inheritance, mosaicism, imprinting etc.

Findings in Children Born After the Chernobyl Accident
and in Kazakhstan

We have formerly made a compilation of findings about foetal deaths, perinatal
mortality, and congenital malformations after Chernobyl (Busby et al. 2009).
Table 2 shows the results about congenital malformations. They appeared not only
in the area of the exploded reactor but also in Turkey, Bulgaria, Croatia, and
Germany.
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These findings were mainly interpreted as effects induced in utero. Because men
and women were both exposed continuously to radioactive fallout, the genetic
effects are not always clearly distinguishable from such, which can be generated by
exposure of embryos and foetuses in utero.

The authors in Belarus, however, came to another interpretation. A central
registry for congenital anomalies had been established there by the Ministry of
Health in 1979 for continuous follow-up. The rates of anomalies before and after
the Chernobyl accident could be compared. Results in the 17 most contaminated
regions are shown in Table 3.

Unfortunately, the data are not continuously published, at least until 2004 there
was no decrease (Yablokov et al. 2009). The authors think these effects are

Table 2 Increase of congenital malformations after exposure by the Chernobyl accident

Country Effects Reference

Belarus
National
Genetic
Monitoring
Registry

Anencephaly, spina bifida, cleft lip and/or
palate, polydactyly, limb reduction defects,
esophageal atresia, anorectal atresia, multiple
malformations

Lazjuk et al. (1997), Feshchenko
et al. (2002)

Highly exposed
region of Gomel

Congenital malformations Bogdanovich (1997), Savchenko
(1995), Petrova et al. (1997)

Chechersky
district (Gomel
region)

Congenital malformations Kulakov et al. (1993)

Mogilev region Congenital malformations Petrova et al. (1997)

Brest region Congenital malformations Shidlovskii (1992)

Ukraine
Polessky district
(Kiev region)

Congenital malformations Kulakov et al. (1993)

Lugyny region Congenital malformations Godlevsky and Nasvit (1998)

Turkey Anencephaly, spina bifida Akar et al. (1988, 1989),
Caglayan et al. (1990), Güvenc
et al. (1993), Mocan et al. (1990)

Bulgaria,
region of Pleven

Malformations of heart and central nervous
system, multiple malformations

Moumdjiev et al. (1994)

Croatia Malformations by autopsy of stillborns and
cases of early death

Kruslin et al. (1998)

Germany
FRG, Central
registry

Cleft lip and/or palate Zieglowski and Hemprich
(1993)

malformations Cleft lip and/or palate Scherb and Weigelt (2004)

Bavaria congenital malformations Korblein (2004)

Ann. health
report W. Berlin
1987
City of Jena
(Registry GDR)

Malformations in stillborns
Isolated malformations

Government of West Berlin
Lotz et al. (1996)
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genetically induced because it is not plausible that doses in pregnant women rose in
the period of decreasing environmental contamination and decreasing food con-
tamination after the accident. The genetic origin is confirmed in those anomalies
which are combined with a recognized mutation that is not present in either of the
parents (Lazjuk et al. 1999).

The national registry of Belarus was also evaluated in 1995 by a
Belarussian-Israeli group of scientists (Lomat et al. 1997). They found the fol-
lowing high rates of diseases—supposedly originated by polygenetic effects—in
children of Chernobyl-exposed parents:

• Hematological diseases (6-fold)
• Endocrine diseases (2-fold)
• Diseases of digestive organs (1.7-fold).

Wertelecki (2010), Wertelecki et al. (2014) found increased rates of congenital
malformations in the years 2000–2009—more than 14 years after the accident—in
the Ukrainian province (oblast) Rivne, about 200 km west of Chernobyl. The
authors interpret the effect as induced in utero. Predominantly in the highly con-
taminated northern part Polissia, there are significant increases in comparison to the
southern part:

Congenital malformations in Rivne Oblast, Ukraine
Study of 145,437 live births between 2000–2009
1.6 % congenital anomalies
Neural tube defects

Rivne Non-Polissia 1.6 per 1000 live births (Europe mean 0.94)
Polissia district 2.6 per 1000 live births

Microcephaly, microphthalmos increased
A region where the population has also been exposed to large amounts of

radioactivity is near the former Soviet nuclear test site near the town Semipalatinsk
(now in Kazakhstan). The tests above ground occurred between 1949 and 1963.
Sviatova et al. (2001) studied congenital malformations in three generations of
inhabitants, investigating births between 1969 and 1997. They found significantly
increased rates of malformations as a whole, including Down’s syndrome, micro-
cephaly and also multiple malformations in the same individual.

Table 3 Percentage increase
in congenital malformations
in 17 most contaminated
regions of Belarus in the
period 1987–1994 in
percent (from Lazjuk et al.
1997)

Kind of malformation Increase (%)

Anencephaly
Spina bifida
Cleft lip/palate
Polydaktyly
Limb reduction
Esophageal atresia
Rectal atresia
Multiple malformations

39
29
60
910*
240*
13
80*
128*

*Significance (p < 0.05)
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Down’s syndrome as a certain genetic effect increased in several contaminated
European countries (Busby et al. 2009; Sperling et al. 2012). Examples are shown
in Fig. 1. In Berlin West, which was a kind of closed island at that time, the
geneticist Sperling registered a sharp and significant increase in cases exactly
9 months after the accident. A very similar situation was observed in Belarus
(Zatsepin et al. 2004).

Hereditary Effects in Children of Exposed Mothers

If a population is exposed, genetic effects will occur in the gonads of fathers as well
as of mothers. In Germany, an investigation was done in women who were
occupationally exposed to radiation which showed a 3.2-fold significant increase in

Fig. 1 Down’s syndrome before and after the Chernobyl accident (from Scherb and Sperling
2011)
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congenital abnormalities, including malformations, in their offspring (Wiesel et al.
2011). The authors interpret this effect as generated in utero but do not prove such a
connection because it appears improbable given the short sensitive phase in preg-
nancy and the ban on pregnant women working in high risk environments.

Although the study was funded by the Federal Ministry of Environment,
Protection of Nature and Nuclear Safety, these alarming results have not resulted in
any action. The findings confirm early results in the Department of Medical
Genetics of the Montreal Children’s Hospital where the genetic effects of diagnostic
X-rays were investigated (Cox 1964). The author observed the offspring of mothers
who had been treated in childhood for congenital hip dysplasia since 1925 and were
X-rayed for several times in the pelvis region. The ovarian dose was estimated to lie
between 60–200 mSv. In 201 living births of these women 15 individuals showed
severe malformations and other congenital distortions or Down’s syndrome, who
required hospitalization, and 11 cases occurred with other abnormalities (all con-
genital abnormalities 12.9 %), while the control group showed less than half of this
rate. The latter was chosen from a large group of descendants whose parents were
unexposed siblings of the study group.

Findings in the Descendants of Occupationally
Exposed Men

Congenital anomalies: Studies in children of exposed men where the mothers were
not exposed will show definite hereditary effects. There were only very few of them
in occupationally exposed cohorts before 1986, when the accident of Chernobyl
occurred. Exposures below the official dose limits were thought to be too low to
produce statistically recognizable effects. A compilation of results for congenital
malformations is given in Table 4.

The findings in Hanford and Sellafield (Nos. 2 and 3 in Table 4) lead to heavy
discussions in the scientific community. The registered doses of the workers were
very low. The alarming findings did not lead to further studies about hereditary
sequels in the American or European populations concerned.

The anomalies seen in the descendants of liquidators also indicate unexpectedly
high radiation sensitivity. These studies are most important and should be
continued.

Cancer: In 1984, an exceptionally high level of leukaemia cases in children and
juveniles was reported in Sea scale, a village near the British Nuclear Fuels
reprocessing plant in Sellafield in Cumbria, UK. These were then explained by
Martin Gardner et al. (1990) as a hereditary effect, because the fathers of the
patients had worked in the plant. This result has been discussed in the literature for
years and was confirmed or denied in several subsequent studies. The effect,
however, had been described in principle already in experimental studies (Nomura
1982, 2006), and has also been found after X-ray diagnostic exposures (Table 5).
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McKinney et al. (1991) found a 3.2-fold increase in leukaemia and lymphomas in
children of occupationally exposed men in three British regions in a case-control study.
The research of Hicks et al. (1984) concerned exposed service men in the air force.

Statistical investigations in Belarus and the other highly contaminated neigh-
bouring states of Chernobyl show increased cancer deaths in children who were
born many years after the accident (Yablokov 2006; Yablokov et al. 2009). Higher
rates of leukaemia and other cancers were also observed in children of liquidators
(Tsyb et al. 2004).

Sex Ratio and X-Linked Lethal Factors

Normally, it is not possible to study how many inseminated oocytes (zygotes) will
be aborted after irradiation of the gonadal cells, in humans. There is however, one
way to prove such an effect. It is observed that men who were exposed before
fathering will have fewer daughters than sons as normally, i.e., the male/female sex
ratio increases with dose.

Table 4 Congenital anomalies, especially malformations, in descendants (1st generation) of
occupationally exposed men

No. Cohort of fathers Kind of defect Dose References

1 Radiologists U.S.A.
1951

Congenital malformations
increase 20 %

Machtand
Lawrence
(1955)

2 Workers of the Hanford
Nuclear facility, U.S.A.

Neural tube defects
significantly increased by
100 %

In general
<100 mSv

Sever et al.
(1988)

3 Radiation workers at
Sellafield nuclear
reprocessing plant, U.K.

Stillbirths with neural-tube
defects significantly increased
by 69 % per 100 mSv

Mean
30 mSv

Parker et al.
(1999)

4 Radiographers in Jordan Congenital anomalies
significantly increased 10-fold

Shakhatreh
(2001)

5 Liquidators from
Obninsk (Russia), 300
children

Congenital anomalies
increased 1994–2002

Mainly
10–250 mSv

Tsyb et al.
(2004)

6 Liquidators from
Russia, Bryansk region

Congenital anomalies
increased about 4-fold

Matveenko
et al. (2005)

7 Liquidators from Russia
2379 newborns

Significant increase for:
Anencephaly 310 %
Spina bifida 316 %
Cleft lip/palate 170 %
Limb reduction 155 %
Multiple malformations 19 %
All malformations 120 %

5–250 mSv Lyaginskaja
et al. (2009)
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Gene mutations may be responsible for the death of the zygote and will also
occur in the sex chromosomes where they will predominantly affect the greater
X-chromosome. The X-chromosome of the male can only be transmitted to a
daughter. A dominant lethal factor will then lead to the death of the female zygote.
Recessive lethal factors in the X-chromosome are much more frequent than dom-
inant ones (Vogel et al. 1969). They also affect only female births.

Studies in large exposed populations can show this effect. A very impressive
result was obtained in workers of the British nuclear fuel reprocessing plant at
Sellafield in West Cumbria (Table 6).

A similar effect is detected in an investigation of cardiologists, who undertook
interventional angiographic procedures in patients, which involve relatively high
x-ray exposures at the workplace (Fig. 2). The portion of female descendants
declines significantly with higher exposures of the father.1

Table 5 Cancer in children after preconceptional low-dose exposure of parents

Exposed collective Malign disease Gonadal
dose/mSv

Relative
risk

Doubling
dose/mSv

Seascale fathers (Gardner
et al. 1990)

all stages of
spermatogenesis

Leukaemia + lymphoma 200 7 33

6 months before conception Leukaemia + lymphoma 10 7 1.7

Sellafield workers
(Dickinson and Parker
2002)

1.9

Further occupational
exposure of fathers

Military jobs (Hicks et al.
1984)

Cancer 2.7

Regions of U.K. (McKinney
et al. 1991)

Leukaemia + lymphoma 3.2

Preconceptional X-ray
diagnostics in

Leukaemia

Fathers (Graham et al. 1966) 1.3

Fathers (Shu et al. 1988) 1.4–3.9

Fathers (Shu et al. 1994) 3.8

Mothers (Stewart et al.
1958)

1.7

Mothers (Graham et al.
1966)

1.7

Mothers (Natarajan and
Bross 1973)

1.4

Mothers (Shiono et al. 1980) 2.6

1The authors wanted to study the reverse, however, if the male births will decline with dose.
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German scientists Hagen Scherb, Kristina Voigt (Helmholtz Centre Munich) and
co-workers have shown that exposure of both parents in a population may also lead
to a decline in female births. They studied different groups of inhabitants in a
variety of countries after the Chernobyl accident for hereditary effects and found
radiation-induced foetal deaths and early mortality, Down’s syndrome and alter-
ations of the sex ratio in newborn children.

The sex ratio was investigated by them as a consequence of:

• Nuclear tests above ground which affected U.S. inhabitants
• Chernobyl emissions in Europe
• Living near German and Swiss nuclear plants.

They found significant decreases in the female birth rate in all these conditions
(Scherb and Voigt 2007, 2011; Scherb et al. 2012).

Sex ratio is a very relevant parameter. It shows that genetic alterations are
induced in the germ cells of men by very low doses, and it proves to be a sensitive
indicator for exposures of the population.

Table 6 Sex ratio for births in Cumbria (Dickinson et al. 1996)

All Cumbrian children All fathers employeda at
Sellafield

Fathers employed at
Sellafield >10 mSvb

1.055 1.094 1.396
aEmployed before conception
bDose 90 days preconceptional

Fig. 2 Percentage of male and female offspring among cardiologists (Choi et al. 2007)
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Summary and Discussion

Genetically induced malformations, cancers, and numerous other health effects in
the children of populations who were exposed to low doses of ionizing radiation
have been proved in scientific investigations.

The question arises as to why the ICRP and UNSCEAR are denying the find-
ings. Their reference population, the A-bomb survivors of Hiroshima and Nagasaki,
is not suitable for persons being chronically exposed.

The committees claim that the exposures of the population due to the Chernobyl
accident were extremely low. The UNSCEAR committee (1988) has done calcu-
lations about it. Even in the most contaminated regions of the area with more than
37 kBq/m2 137Cs surface activity the mean dose in people is assumed to be not
higher than 10 mSv (effective life time dose). In Turkey and the more distant
countries of central Europe the mean dose is estimated at below 1.2 mSv.

Their simple conclusion is then, that such low doses are not able to produce
statistically recognizable radiation effects. Many studies, however, of chromosome
aberrations in the populations, equivalent to “biological dosimetry” (Schmitz-
Feuerhake 2009), show that the exposures are about 100-fold higher.
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Fundamental Difficulties in Dose
Calculation

Alexey V. Yablokov

Introduction

Radioactive contaminations are the most inconspicuous in appearance, but at the
same time the most dangerous man-made changes in the biosphere. They started on
a large scale as a result of the creation and testing of nuclear weapons in the 1950s,
and for a decade, covering especially the Northern hemisphere increased so much
that in 1963 it was necessary to conclude an agreement on the cessation of nuclear
explosions in the atmosphere due to the catastrophic health effects.

Since the 1960s radiation exposure associated with the development of the
medical use of ionizing radiation and nuclear energy began to increase. The level of
man-made radioactive contamination has now once again become comparable to
that of natural background radiation. It is repeatedly suggested that anthropogenic
radioactive contamination of the biosphere—one of the main reasons for cancer
epidemic in the world (taking millions of lives each year).

The modern system of radiation protection is based on the calculations of
effective doses. These doses are not physically measured, but only calculated. Some
basic assumptions underlying these calculations are effective only under strictly
controlled conditions (almost exclusively for the personnel, but not to the public).

Summary of the “Dose” Concept

The amount of external and internal exposure determines the radiation dose.
Internal exposure is dependent on the residence time of radionuclides in the body
and the place of their concentration. External exposure is determined by the transfer
of the energy of ionized air through the human body (absorption).

A.V. Yablokov (&)
N.K. Koltzoff’ Institute of Developmental Biology RAS, Moscow, Russia
e-mail: Alexey.ablokov@gmail.com

© Springer International Publishing AG 2016
V.L. Korogodina et al. (eds.), Genetics, Evolution and Radiation,
DOI 10.1007/978-3-319-48838-7_31

371



The basic postulates of the concept of dose (Yablokov 2013):

– the effect of each radionuclide constant in time and space;
– the level of external radiation can be determined as residence time in the ionized

environment;
– the level of internal exposure can be determined by amount of the absorbed

radionuclides with water, air and food;
– biological effectiveness of X-rays and all c- and beta b-emitters are identical,

biological efficiency of slow neutrons tripled, and a-emitters and ultra-fast
neutrons—20 times higher;

– relative radiosensitivity of organs and tissues: the gonads—0.2; red bone mar-
row, stomach, colon, lungs—0.12; breast, liver, esophagus, bladder, thyroid
gland—0.05; skin, bone surface—0.01; all other organs—a total of 0.05;

– homogeneous phantom can simulate radiation exposure;
– individual effective dose is the sum of doses of internal and external radiation (in

addition to the natural);
– the higher the dose, the greater biological effect;
– safe level of exposure—1 mSv/person/year.

Other formulations can be described of the dose concept, and the proposed form
of the above postulates is selected only for ease of analysis of methodological
correctness and procedural (practical) feasibility of the dose calculations.

Analysis of the Main Postulates of the “Dose” Concepts

Let us consistently consider the above assumptions underlying the radiation safety
standards.

The Impact of Each Radionuclide Is not Uniform in Time
and Space

Field radiation is always heterogeneous. Radionuclides determining exposure are
not in the soil at a single location. There is their constant vertical and horizontal
migration—as immersion and removal of wind, water, plants and animals. The rate
of such annual immersion (millimeters–centimeters per year) at each location for
different specific radionuclide depends, inter alia, on the chemical properties of the
element, in particular its solubility in water of the compounds, the composition of
the soil and climatic characteristics.

As a result of vertical migration of radionuclides, the level of radiation in the
surface atmosphere is first reduced. Then, when radionuclides get in root soil layers
(15–30 cm), they are partially trapped by the roots of plants and brought back to the
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surface. Moles, earthworms and other burrowing animals can also take radionu-
clides from deep soil layers to the surface, thereby affecting the level of radiation.

As a result, the horizontal migration of radionuclides can spread hundreds of
kilometers (e.g., as a result of forest fires and high winds). In September 1992, as a
result of wind transport from the 30-km Chernobyl zone the concentration of 137Cs
in the vicinity of Vilnius (Lithuania) in a few hours increased a hundredfold. In
August 2010, the concentration of 137Cs in the vicinity of Moscow increased 24
times as a result of the transfer of radionuclides from the burning forests of the
Bryansk region (Yablokov et al. 2011).

As a result of the natural process of radioactive decay of short-lived radionu-
clides, the level of surface radiation after a release of radionuclides decreases
rapidly at first and then more slowly during the year. Data on Chernobyl show that
the level of ionizing radiation in radioactively-contaminated areas can vary by more
than 10 000 times during the year (Kryshev and Ryazantsev 2000).

Physical characteristics of the soil which affect the migration of radionuclides
and, therefore, radiation in the near-surface layer of the air do not remain constant.
Some are regular daily and seasonal changes in humidity and density of the soil;
others are irregular—such as those associated with precipitation and wind.
Therefore, even in one fixed point in space an abundance of the value of exposure
can vary at different times of day, different days, weeks and months.

Radionuclides, for many reasons, are not uniformly distributed in the soil; they
are always spotty. Figure 1 shows the actual distribution of 137Cs and 144Ce in the
forest soil near the Chernobyl NPP.

It is known that the concentration of radionuclides in the region may be different
from a distance of tens of meters. We know about a hundredfold difference in the
content of radionuclides in the surrounding habitats (between top of a hill and in the
valley, marsh and meadow). Without exception, detailed studies have shown patchy
distribution of radionuclides in all the studied areas. This spotting defines multiple
changes in the intensity of the radiation in space, even on the scale of tens or
hundreds of meters. The heterogeneity of spatial and temporal distribution of

Fig. 1 Spotting concentration (Ci/km2) 137Cs (left) and 144Ce (right) on the forest floor in the
30-km zone of the Chernobyl NPP. Scale 1:600 (Tscheglov 1999)
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radionuclides and radiation causes heterogeneity irradiation of individuals and
groups of people. Under these conditions, data averaging can significantly distort
the real value of the exposure.

The Level of External Exposure Cannot Be Accurately
Determined Basing on the Timing of Human Habitation
in the Conditions of Radiation Exposure

Any person at times can be shielded from radiation (the walls of the house, the car
body, etc.), and therefore the level of exposure can be repeatedly changed, even for
a short period of time.

As a person from time to time bends, rises or falls on the stairs, the intensity of
external radiation generated in the soil by beta radionuclides, will somewhat vary
(for c-emitters such changes are insignificant).

The most detailed memories of the time spent away from home a few days or
weeks are insufficient for the reconstruction of the level of external radiation. It is
very difficult (if at all feasible) to quantify changes in exposure dose associated with
the position of the human body in relation to the b-contamination substrate.

The inevitable space—time radiation heterogeneity and the significant variation
of the individual exposure resulted in individual dose of any person for a year
which can both increase and decrease repeatedly. In these circumstances, its
one-time (or even over multiple years) measuring and averaging cannot adequately
reflect the radiation load for a person or the population.

The Level of Internal Exposure Cannot Be Correctly
Calculated by the Quantities of Radionuclides Absorbed
with Food, Water and Air

The exact calculation of the amounts of radionuclides on the basis of a diet is hardly
possible because of the considerable variability in the levels of radionuclides in
each kind of the food. This amount depends on:

– radioactive contamination of a specific area in which the meat, dairy products,
root crops and leafy vegetables, grains and legumes fruits and berries, etc. are
obtained. Amount of radionuclides in the same products in different areas can
differ at many times;

– the concentration coefficient of different radionuclides vary in different species,
different varieties of the same species, in different years and seasons.

The exact calculation of the average intake of radionuclides with food is difficult:
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– the individual food preference, which is different in men and women and
changes with age;

– availability of seasonal and local food preferences (Fig. 2: an example).

It is difficult, if possible at all, to pinpoint any specific coefficients of transition of
the radionuclides from the soil into the food chain (for each species and variety)
plants, animals and fungi, for each type of soil, for different seasons and different
years.

The polls cannot be restored with precision how much and what kind of dairy
products, leafy vegetables, root crops, fruits, berries, how many and what kind of
animal products (meat, fish, etc.) a person ate, how much and what quality he/she
drank water a week and a month ago. The results obtained in these surveys data on
the volume and the range of food consumed differ by one or two orders, which
renders meaningless data averaging. In addition, such surveys of radiation con-
tamination of a large territory are impossible to cover the entire population. For
example, official estimates of levels of internal exposure of the population of
Belarus after the Chernobyl disaster are based on interviews about the nature of
individual consumption of milk and vegetables only among few thousands of
people—about 0.1 % of the population (Yablokov et al. 2011). The calculation of
the average intake of radionuclides with water and air is less wrong than for food,
but also cannot be accurate because of the age and sex of individual variability in
metabolism.

There are the great individual variations of the biological half-life of the
radionuclides in a body and, therefore, their contribution to the internal dose. It
depends on the physiological condition of the person, the age, sex and course of the
diet. For example, the half-life of Cesium-137 in a small group (5 people) ranged
from 36 to 124 days, and the ICRP of this period offers average to 70 days
(Yablokov 2002). It turns out that for a large part (perhaps even—for the most) of
the exposed group of the population calculations for such averaging will signifi-
cantly underestimate the magnitude of internal exposure.

Using the average values in half-life of the radionuclide is incorrect because of
different radionuclides derived from different organs and tissues. For example, the

Fig. 2 The dependence of
the mean internal dose of the
distance of the village from
the forest (Vetka distr, Gomel
reg, Belarus) (Visenberg
2008). x-axis: distance to
forest, km; y-axis: mean
individual dose per year, mSv
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average half-life of 90Sr for all body considers about 40 days, but 10 % of the
radionuclide, which fall into the bone tissue—the half-life of about 50 years.

The Ideas that (1) the Biological Effectiveness of X-Rays
and All c- and b-Emitters Are Identical, (2) Biological
Efficacy of Slow Neutrons Tripled, and (3) a-Emitters
and Ultra-Fast Neutrons Are 20 Times Higher—Are Too
Simplified

These assumptions were made in the early period of radiobiology. It is clear now
that the biological efficacy of each of c-, b- and a-emitters are specific. It is
determined not only by the number of emerging electrons (b-decay), c-rays (with
c-decay and X-rays) or a particles (the a-decay), but microdistribution transmitted
by these particles/quanta of energy as direct cellular structures and intracellular
fluid, as well as the specific chain decay of each radionuclide. At the same time the
energy of particles of different radionuclides forms a substantially continuous range
from 2.5 keV to tens of MeV (thousandfold rather than 20-fold difference). Besides,
some radionuclides have both alpha- and beta-decay: for instance, bismuth-212
produces thallium-208 as the result of alpha-decay and polonium-212 as the result
of simultaneous beta-decay.

The possibility of an adequate application of the “weighting factors” for a variety
of radiation sources is doubtful, and as the effect of a-emitters is due almost
exclusively to the internal radiation, c- and b-emitters can be sources of both
internal and external irradiation, whereas X-rays can only be obtained from an
external source.

Such physically significant different types of irradiation as X (c-) and b-radiation
cannot be uniform in their biological effects and consequently, it is impossible to
impart uniform weighting coefficient of “1”. There is no convincing argument for
the claim that the biological effect of a-radiation is 20 times stronger than that of
X-ray, c- and b-radiation. Probably, in some miniscule number of pairwise com-
parisons of some emitters it is possible, but it is difficult to assume that the average
biological effects of a-radiation are 20 times stronger than the effect of c- and
b-radiation.

It remains unclear how to use the “weighting factors” in case of the transmu-
tation of some radionuclides.

Finally, the biological effectiveness of radiation can vary with the dose. Table 1
shows an example of such a change for the cosmic radiation: determined by the
number appearing in the blood of astronauts chromosomal aberrations (dicentric
and concentric rings) “biological dose” differs significantly from the physical dose:
in the range of 2–6 mGy this difference is 20-fold, but in the range of 29–71 mGy
this difference is much less.
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Biological effectiveness of b-radiation at a dose of 30 mGy is almost half at a
dose of 1 Gy (Snigireva 2009).

It has to be mentioned that even exactly the same quantitative level of ionization
in different ways affects the cell depending on what stage of the cell cycle impact
takes place.

All three assumptions underlying the provisions of the relative biological
effectiveness of different types of radiation cannot be considered valid at the present
time.

The Radiosensitivity of Organs and Tissue Does not Form
a Continuous Series of Values

The assertion that the relative radiosensitivity of human organs and tissues form
distinct deterministic series (“weighting factor” for the gonads—0.2, red bone
marrow, stomach, colon, lungs—0.12; breast, liver, esophagus, urinary bladder,
thyroid gland—at 0.05, skin, bone surface—0.01; the adrenal glands, the brain, the
upper section of the large intestine (cecum, ascending and transverse portion of the
colon), small intestine, kidney, muscle, pancreas, spleen, thymus and uterus—a
total of 0.05), simplifies the situation to the loss of the biological meaning of this
division.

This statement is based on the inevitable assumptions:

– biological effects of external and internal exposure to specific organs are the
same;

– biological effects of different radionuclides on each organ are equal and
consistent;

– the radiosensitivity of each organ and tissue is the same in different people;
– radiosensitive organs and tissues of animals determined for experiment under

control in laboratory condition, adequately reflect the radiosensitivity of human
organs and tissues;

– human organs and tissues are a conglomerate of independent structures;
– radiosensitivity of eyes and nose, mouth, upper respiratory tract, and a number

of other structures that are not included in the fixed list, is negligible.

Table 1 The relationship between the physical dose (mGy) and “biological” (frequency of
chromosome aberrations) for the Russian cosmonauts after irradiation with different intensity
(Snigireva 2009)

Physical dose, mGy Biological dose, mSv Biological/physical

2 (1–3) 53 (27–80) 26.5

6 (2–11) 107 (47–167) 17.8

29 (18–46) 113 (67–160) 3.9

71 (7–109) 227 (187–267) 3.2
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None of the six above-mentioned assumptions corresponds to the actual state of
things, and this makes the idea of a “weighting factors” for various organs
inadequate.

It Is Impossible to Correctly Calculate and Summarize
the Dose from All Sources

To determine individual effective dose it is necessary to summarize internal and
external exposure received from all the (additional to natural) sources of radiation,
but to do so in many cases it is practically impossible because of the difficulty of
taking into account the impact of all radionuclides.

In any nuclear reactor several hundred radionuclides are produced of which
several dozen go into the environment (in small amounts during normal operation
of nuclear power plants and the processing of spent nuclear fuel, and in large
numbers - in case of accidents). Characteristics of the “Chernobyl” radionuclides
are presented in the Tables 2, 3 and 4: the features of a huge number of radionu-
clides which were thrown out from the fourth Chernobyl reactor (Table 2); the
dynamics of reducing the activity of the Chernobyl radionuclides for the first
12 years (Table 3); the Chernobyl radionuclides and their actual recorded con-
centrations in different countries (Table 4).

During the Fukushima disaster (2011), the environment has got tens different
radionuclides, among them 31I, 134Cs, 137Cs, 132Te, 137m Ba, 110mAg, 102Rh, 212Pb,
238Pu, 239+240Pu, 131m Xe, 234U, 235U, 90Sr. The composition and activity (Bq) of
the main radionuclide is presented in Table 5.

After Chernobyl and Fukushima, the focus in the early days and weeks was paid
to the presence of 131I, although sometimes it was not the main dose-related
radionuclide. The same applies to the 137Cs concentrations which are considered to
be the main dose—a few months after these disasters. Thus it was overlooked that
such radionuclides as 140Ba, 136Cs, 110mAg, 141Ce, 103Ru, 89Sr, 95Zr, 144Ce, 106Ru,
134Cs and 90Sr are no less, and had a total of more significant role than the 137Cs in

Table 2 Chernobyl radionuclides and their half-life (hours/h, days/d, months/m, years/y)
(Pshenichnikov 1996)
135I 6.6 h 131I 8.0 d 89Sr 50.5 d 106Ru 1.0 y 240Pu 6537 y
133I 20.8 h 133Xe 10.5 d 124Sb 60.2 d 134Cs 2.1 y 99Tc 213,000 y
131mTe 30 h 147Nd 11 d 95Zr 64.0 d 125Sb 2.8 y 239Pu 24065 y
140La 40.3 h 140Ba 12.4 d 242Cm 162.8 d 85Kr 10.7 y 26Cl 301,000 y
115Cd 53.5 h 136Cs 13.1 d 65Zn 243.9 d 241Pu 14.4 y
239Np 59 h 141Ce 32.5 d 110mAg 249.9 d 90Sr 29.1 y
99Mo 66 h 129mTe 33.6 d 144Ce 284.3 d 137Cs 30.1 y
132Te 78.2 h 103Ru 39.3 d 144Pm 1.0 y 238Pu 87.7 y
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the overall level of ionizing radiation in the first years after the disasters in some
areas.

Of particular importance in determining the overall level of radiation at a given
location are trans-uranic a-emitters—242Cm, 241Am, 238−240Pu, and 235Uranium.
These radionuclides have little effect on the ionization of the air, but they can be
decisive in the formation of a total (sum of the external and internal radiation) dose.
The short range in air a- (first centimeters) and b-particles (a few meters) impedes
their detection tool, but the biological effect of such powerful factors is that without
taking them into account in the human body (where they fall from the air and water,
and through skin) cannot be an accurate representation of the true magnitude of
ionizing radiation of any person.

The distribution of a- and b-radionuclides in space may differ significantly from
the distribution of 137Cs as a base in the preparation of the official maps of

Table 3 Dynamics of reduction of the activity of some b- and c-radionuclides in Chernobyl
plumes (Pshenichnikov 1996)

5 days 10 days 30 days 2 month 6 month 1 year 3 years 5 years 12 years
143Ce 0.43 0.04
105Rh 0.14 0.01
149Pm 0.18 0.04
239Np 5.76 1.32
99Mo 1.59 0.45
132Te 0.88 0.3
132I 0.88 0.3
131I 1.96 1.27 0.23 0.02
147Nd 1.59 1.16 0.33 0.05
140Ba 3.6 2.75 0.93 0.18
140La 3.6 2.75 0.93 0.18
143Pr 4.12 3.20 1.16 0.26
141Ce 4.71 4.23 2.76 1.46 0.11
103Ru 4.16 3.81 2.68 1.58 0.18
89Sr 1.73 1.62 1.24 0.83 0.16 0.01
91Y 2.31 2.17 1.71 1.20 0.28 0.03
95Zr 4.30 4.07 3.28 2.37 0.63 0.09
95Nb 4.30 4.07 3.28 2.37 0.63 0.09
144Ce 3.11 3.07 2.93 2.72 2.02 1.29 0.22 0.04 0.000
144Pr 3.11 3.07 2.93 2.72 2.02 1.29 0.22 0.04 0.000
106Ru 2.08 2.06 1.98 1.88 1.49 1.05 0.27 0.07 0.001
106Rh 2.08 2.06 1.98 1.88 1.49 1.05 0.27 0.07 0.001
134Cs 0.14 0.14 0.14 0.13 0.12 0.10 0.05 0.03 0.002
147Pm 0.89 0.88 0.87 0.85 0.78 0.68 0.40 0.24 0.038
90Sr 0.21 0.21 0.21 0.21 0.21 0.21 0.20 0.19 0.156
90Y 0.21 0.21 0.21 0.21 0.21 0.21 0.20 0.19 0.156
137Cs 0.28 0.28 0.28 0.28 0.28 0.27 0.26 0.25 0.214
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radioactive contamination and, accordingly, for the calculation of the dose. For
example, in all the samples of breast milk in the Mogilev and Brest regions, Belarus
(dose calculations were based only on 137Cs) Strontium-90 was also found in large
quantities (Zubovich et al. 1998).

Table 4 Actual recorded concentrations of different “Chernobyl” radionuclides

Nuclide Activity Nuclide Activity

Finland (Sinkko et al 1987)
131I 223,000 103Ru 2880
133I 48,000 99Mo 2440
132Te 33,000 136Cs 2740
137Cs 11,900 239Np 1900
134Cs 7200 131mTe 1700
140Ba 7000 127Sb 1650
129mTe 4000 106Ru 630

Vicinity of Krakow, May 1, 1986. Soil (0–5 cm) Bq/m2 (Broda 1987)
132Te 29,300 140Ba 2500
132I 25,700 140La 2400
131I 23,600 99Mo 1700
129mTe 8,000 106Ru 1300
103Ru 6100 127Sb 800
137Cs 5200 136Cs 700
134Cs 2700 Total Up to 360 000

Nuclide Aesculus
hippocastanum

Tilla
cordata

Betula
verrucosa

Pinus
silvestris

Kiev, the end of July 1986. Plant leaves, dry weight Bq/kg (Grodzinsky 1999)
144Pm 58,800 146,150 10,800 –
141Ce 18,000 – 6500 4100
144Ce 63,300 – 21,800 18,800
140La 1100 1930 390 660
137Cs 4030 – 3400 4300
134Cs 2000 – 1540 2100
103Ru,
103Rh

18,350 36,600 10,290 7180

106Ru 14,600 41 800 400 5700
95Zr 35,600 61 050 11,400 6500
95Nb 53,650 94 350 18,500 9900

Total 312,000 399 600 101,400 70,300

US and Canada, radionuclides (Larsen et al. 1986; Roy et al. 1988)
7Be 60Co 95Zr 131I 136Cs 140La Pu
54Mn 95Nb 103Ru 132I 137Cs 141Ce Am
59Fe 95Mo 106Ru 134Cs 140Ba 144Ce
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The total picture of radioactive contamination—and, accordingly, the level of
exposure would be incomplete without taking into account the effect of “hot parti-
cles”, whenmelted fuel from the damaged reactor emitted not only gases and aerosols,
but also—tiny ceramic particles of enriched of some radionuclides. After Chernobyl
and Fukushima catastrophes such hot particles include not only 95Zr, 140La, 144Ce, but
also such b-emitters as 103, 106Ru, 140Ba, and a-emitters that flew thousands of
kilometers. Most of the routine methods of radiation dose control do not detect these
particles, but their contribution to total human exposure can be significant.

Tocorrect calculationof the total effective dose there shouldbe adetailedmapof the
distribution of tens of radionuclides, not only Iodine and Cesium. However, such
mapping is practically impossible. It is not possible to determine the contribution to the
total dose received by each person from a-emitters, and it is very difficult to determine
the contribution of the b-emitters. As a result, doses calculated after any nuclear
disasters are only an unknown part of the real average individual effective dose.

The Homogeneous Phantom Does not Adequately Simulate
the Effects of External Irradiation

All doses calculations obtained up to 2010 were made on the basis of modeling the
distribution of radionuclides in the human body using a homogeneous phantom
“reference person”. This “reference person” had the average characteristics of a
healthy 20-year-old white male weighing 70 kg.

The model “reference person” is inadequate as it cannot be is applicable to the
vast majority of the exposed population due to significant intraspecific (group and
individual) variability of radiosensitivity (see review in: Yablokov 2002; Makhijani
2009).

Table 5 The composition and activity (Bq) of the main radionuclide have been released into the
environment as a result of Fukushima catastrophe in 2011

Nuclide Activity Nuclide Activity Nuclide Activity
133Xe 1.1 � 1019 89Sr 2.0 � 1015 147Nd 1.6 � 1012

131I 1.6 � 1017 127mTe 1.1 � 1015 241Pu 1.2 � 1012

132Te 8.8 � 1016 90Sr 1.4 � 1014 242Cm 1.0 � 1011

133I 4.2 � 1016 129Sb 1.4 � 1014 238Pu 1.9 � 1010

134Cs 1.8 � 1016 239Np 7.6 � 1013 103Ru 7.5 � 1009

137Cs 1.5 � 1016 141Ce 1.8 � 1013 99Mo 6.7 � 1009

127Sb 6.4 � 1015 95Zr 1.7 � 1013 239Pu 3.2 � 1009

131mTe 5.0 � 1015 132I 1.3 � 1013 240Pu 3.2 � 1009

129mTe 3.3 � 1015 144Ce 1.1 � 1013 106Ru 2.1 � 1009

140Ba 3.2 � 1015 143Pr 4.1 � 1012

135I 2.3 � 1015 91Y 3.4 � 1012
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Within any group of people, homogenous by race, nationality, sex, age, physi-
ology, at any given time there are always differences of radiosensitivity of indi-
viduals—individual variability of radiosensitivity. For example, the radiation
sensitivity of people with genotype Hp 2-2 haptoglobin is more than three times
higher than radiosensitivity of people with genotype Hp 1-1 and Hp 2-1 (Tel’nov
and Sotnik 2001). The rate of accumulation of 137Cs in Rh-positive individuals was
significantly higher (Bandazhevsky 2001).

Apparently, in any human population 14–20 % are significantly
hypo-radiosensitive, 10–20 % -super-radiosensitive (Kovalev and Smirnova 1996).
The difference in radiosensitivity of these groups can be deeper in the range of low
doses (Plachinda 2001).

The fact that since 2010 the ICRP recommends wage calculations separately for
men (phantom “Golem”) and women (phantom “Laura”) (ICRP 2009) may slightly
change the position only in the future, until the radiation safety standards
(1 mSv/year) are the same for men and women. All national regulations of radiation
protection based on inadequate simulation external dose calculations, excluding
population and individual variations of radiosensitivity.

The statement that the higher the dose, the greater biological effect, is incorrect.
This assumption (the linear no-threshold hypothesis) is true only for relatively high
exposure levels (above 100 mSv). In the area of low doses (at the level of cell
structures, and at the level of the whole organism) is shown the effect of ultra-high
impact of small doses—the effect Petkau—Burlakova (ECRR 2003 and many
other).

Discussion and Conclusion

It is possible to expand the list of postulates underlying the basic concept and add to
those outlined above, which are not clearly inconsistent with the facts. But this does
not alter the conclusion that the main provisions of the concept of dose (and
practical dose calculations) raise a lot of questions.

All complex calculations to determine the “individual effective dose” as a
generalized population characteristic are justified only if the result (“dose”) ade-
quately reflects the actual level of exposure. However, numerous assumptions
underlying the dose calculations (only briefly mentioned above) are a total of
uncertainty that the whole calculation is meaningless in terms of the use of dose
indicators for the organization of radiation protection. Those determined basing on
the concept of dose levels of irradiation (“dose”) are calculated, virtually, basing on
extrapolation of average data, and refer to the unreal “average” person. Defined in
this way the dose is “the average temperature of patients in the hospital.” This
averaging leads to the fact that a significant portion of the exposed population is
non-protected from hazardous radiation exposure.

These are the fundamental difficulties of using the methodology of calculating
“individual effective dose” to determine the individual level of exposure. Errors and
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uncertainties associated with the averaging “weighting factor” for organs and tis-
sues, the average consumption of food and water, external dose estimates in this
case, may be even greater than for population characters.

Dose calculation was originally developed to solve the problems of protection of
troops in the conditions of use of nuclear weapons, and security of the nuclear
weapons complex. The main criterion for radiation protection on the battlefield was
to maintain the combat capability of the soldier for a few hours, maximum a few
days. Personal radiation protection has been facilitated by the need to control the
impact of only a few radionuclides in controlled conditions of exposure in the
workplace.

Dose concept originated in the 1950s before the discovery of the functioning of
intracellular structures (DNA replication, the functioning of intracellular mem-
branes, macromolecules of enzymes and hormones, and others), until the discov-
eries of complex responses of cells, tissues, organs and the whole body at different
exposure, before many discoveries in biophysics and physics of ionizing radiation
(see reviews: Burlakova 2002; ECRR 2003). Historically the modern dose concept
was created by numerous additions and resulted in growing complexity. Today, the
dose concept resembles a colossus with feet of clay.

The inadequacy of the dose concept to protect the public became clear in the
early 1970s, after the discovery of the negative effects for public health of the
radioactive fallout from nuclear explosions. To-day the wrong calculations of the
dose after nuclear catastrophes like Chernobyl and Fukushima impede the analysis
of the medical consequences and hamper the choice of the most effective direction
for treatments.

Some of the basic assumptions underlying simplify the calculations of radiation
dose to the public are not allowed, or are contrary to the facts. For effective public
protection against the consequences of the nuclear disasters the dose concept has to
be seriously reshaped.
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Radiation-Induced Aging and Genetic
Instability of Mesenchymal Stem Cells:
An Issue for Late Health Effects?

Michael Rosemann

Introduction

Adult stem cells represent a relatively small fraction of the somatic cells of an
organism. For a long time their existence could only be deduced from quantitative
analysis of transplantation studies or from the in vitro growth pattern of single-cell
derived clones. Although it became possible now to enrich rare adult stem cells by
selecting for particular protein markers expressed on their cell surface, it is still a
challenge to identify and study them in their normal tissue environment.

Whereas the stem cells of the developing embryo (forming the ectoderm,
endoderm and mesoderm germ layer) are extensively studied and characterized in
terms of their role in the formation of the entire organism, the potential of adult
stem cells for the maintenance of health or their role in the development of diseases
still requires much research.

The best studied adult stem cells are those of the hematopoietic system (HSC),
which produces cells of the myeloid and lymphoid lineages, forming the peripheral
blood and immune system (Barnes et al. 1966). The radiation response of HSCs and
the lineage-committed precursor cells derived from them have been extensively
studied to better understand the factors that influence long-term success of
bone-marrow transplantation after radiation accidents or after high-dose
chemotherapy (Gale et al. 2014).

Although the existence of stem cells in adult solid tissues was suggested already
in 1867 by J Cohnheim, their role in the regeneration of solid tissues could be
studied only when histological labelling techniques using cell-type specific anti-
bodies or autoradiography after isotope incorporation became available. The best
studied non-hematopoietic stem cells of the adult organism are those that form the
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crypts of the small intestine, and their involvement in the occurrence of
post-irradiation gastro-intestinal syndrome is well established (Potten 1998).

With the rise of in vivo fluorescence labelling methods for single cells and their
progeny, even the involvement of specific cellular signaling pathways (such as the
Wnt-pathway) in the dynamics of small-intestine stem cell regulation could be
discovered.

Stem cells that contribute to adult skin regeneration are also widely studied, in
part because the hair follicles in the skin form a very prominent histological pattern.
Similar to the situation in the small intestinal crypts, this highly reproducible tissue
pattern allows the visual identification of single stem cells, the committed precursor
cells derived from them and the fate of terminally differentiated cells. The role of
skin stem cells in the induction of radiation induced skin tumors (basal cell car-
cinoma and squamous cell carcinoma) is well understood and the involvement of
specific pathways (such as the Hedgehog pathway) established.

Two other types of adult stem cells belong to organs that are usually not con-
sidered to be as radiation-sensitive: the brain and the connective tissue. Neural stem
cells (NSC) and mesenchymal stem cells (MSC) are much more difficult to identify
in their normal tissue context, since they don’t reside at morphologically defined
sites within the tissue architecture. Only by transgenic expression of SC specific
fluorescence-tagged proteins, or induced expression of fluorescence proteins, fol-
lowed by the analysis of stem-cell derived daughter cell lineages can the existence
of these rare cells with long term repopulating potential (LTRP) in these two tissue
types be analyzed. Nevertheless, NSCs and MSCs are being extensively studied
because of the expectation that a better understanding of their function will help to
prevent or to cure neurodegenerative diseases, age-related disabilities, cardiovas-
cular diseases or even cancer.

There has not been much interest in the response of NSCs or MSCs to radiation
exposure. This might be due to the fact that for tumors of the CNS and of con-
nective tissue (derived from mesenchymal cells) the radiation-associated excess
relative risk (ERR) among the A-bomb survivors was much lower than for carci-
noma (of skin, mammary gland, lung, thyroid, and colon) or for leukemia (Preston
et al. 2003). This picture looks much different, however, when cancer patients are
studied who were cured from a primary malignancy by (high dose) radiotherapy
and who developed a secondary tumor later in life. Here it became clear that
external beam radiotherapy confers a relatively higher risk for the induction of
therapy-associated secondary sarcomas (derived from mesenchymal cells
Berrington de Gonzalez et al. 2012) and medulloblastoma of the brain (in the case
of Gorlin syndrome patients) as compared to carcinoma or leukemia.

In the following chapters I will try to explain why adult stem cells, in particular
MSCs, should be considered an important target for the development of
radiation-associated disease. This is also relevant in view of an increasing number
of clinically approved MSC based therapies. These involve the collection of MSCs
from various anatomical sites of a patient (including sites that might have been
exposed to diagnostic, therapeutic or occupational ionizing radiation), followed by
forced in vitro expansion of the cells prior to autologous re-engraftment.
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Biology of Adult Stem Cell

Adult stem cells have the unique capacity of long-term repopulating tissues and
organs. For this purpose they undergo self-renewal at every cell division. This
implies that at least one of their daughter cells retains the long term repopulating
potential (LTRP) of the parental stem cell. Depending on the tissue of origin, ASCs
are multipotent in the sense that in addition to self-renewal they can produce
daughter cells (committed precursor cells) that give rise to transiently amplifying
cells and finally to mature cells that serve different biological functions.

The decision of stem cells to undergo symmetric cell division (only self-renewal
and generation of two identical ASCs) or asymmetric cell division (self-renewal of
the stem cell plus the generation of a committed precursor cell) depends on external
triggers such as the presence of growth factors or their contact to neighboring cells
(Fig. 1). The dynamics of stem cell proliferation and the fate of the daughter cells is
a focus of current research that requires highly sophisticated methods of life
single-cell analysis.

When ASCs divide asymmetrically, committed precursor cells or the terminally
differentiated cells change their cellular program as compared to the parental stem cell.

Fig. 1 Symmetric versus asymmetric division of adult stem cells determines the dynamics of
self-renewal, generation of committed precursor or differentiated cells and the potential increase of
the number of stem cells
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This affects their metabolism (number of mitochondria, ATP production), expression
of genes involved in cell signaling, DNA repair and telomere maintenance, their
capability to express structural proteins and to undergo apoptosis. There is good
evidence that stem cells that undergo lineage commitment or terminal differentiation
do so by following epigenetic changes in large parts of their genome (affecting
chromatin organization, methylation, and expression of non-coding RNA).

To maintain the capacity for long-term and high fidelity tissue regeneration,
ASCs have to protect their genome from endogenous damage (by ROS or repli-
cation errors) and from cellular stress by exogenous noxae. An important role in
protecting ASCs from genotoxic and cellular stress is played by supporting cells of
the so-called “stem cell niche”. The precise function of this niche is not completely
understood yet, but it is known that cells that have a direct contact to stem cells are
instrumental in directing symmetric or asymmetric stem cell division, most likely
by providing a topological orientation and governing cell polarity during mitosis.
When this well organized morphology of the stem cell niche is compromised, for
instance by chronic inflammation or radiation-induced cell death, ASCs might
respond with unscheduled symmetric cell division. This would give rise to an
increased number of stem cells, and interfere with normal tissue homeostasis by
so-called accelerated repopulation. One can only speculate about the potential
impact of such an accelerated stem cell proliferation for their long term genetic
stability.

Physiological Function of Adult Stem Cells

Adult stem cells play a crucial role in the life-long replacement of lost or worn-out
somatic cells, for the tissue regeneration following trauma, injury or wound healing
and for the normal plasticity of many somatic tissues. Therefore, they are instru-
mental in the response of a multicellular organism to environmental changes and to
cellular stress imposed by exogenous factors. Adult stem cells of the hematopoietic
system, for instance provide a life-long reservoir for cells of the adaptive and innate
immune system, ensuring a fast responding defense against invading pathogens.
HSCs also replace erythrocytes and platelets continuously. Smooth muscle stem
cells (satellite cells) become activated after muscle injury, and are the source for
healing of skeletal muscle. Mesenchymal stem cells also replenish various types of
connective tissue in healthy and in pathological situations. They provide cells for a
continuous bone remodeling, but also contribute to fracture healing of bone and
wound healing of skin and connective tissue. MSC derived fibroblasts, osteoblasts
and adipocytes also constitute the bone marrow niche for hematopoietic stem cells
(Fig. 2). During wound healing MSCs also secrete paracrine factors that exert
immune-modulating and anti-inflammatory response. This has been shown to be
also an important mechanism to prevent graft-versus-host disease after allogenic
bone-marrow transplantation.

388 M. Rosemann



Since MSCs have a multipotent differentiation capacity, they contribute to tissue
plasticity under environmental changes. In response to changes in the caloric
uptake, MSCs can up- or down-regulate the number of pre-adipocytes. An increase
in mechanical load to bones will induce MSCs to generate more osteoblast pre-
cursor cells. Since these functions of ASCs are all associated with cell division, a
stable genome in cells with a long term proliferation potential is essential.

Adult Stem Cells as Radiation Targets

As compared to the total number of somatic cells in an organism, tissue specific
adult stem cells are very low in number. Depending on the organ or tissue under
consideration, between 0.1 and 0.005 % of all cells are estimated to be adult stem
cells with LTRP. In some organs, such as in the hematopoietic bone marrow, the
numbers of proliferative stem cells seem to shrink with age. It has been shown that
from a total of *1000 pluripotent HSCs in young subjects only a few (in some
studies only one single HSC) were still present in patients older than 70 years
(McKerrell and Vassillou 2015). Nevertheless, despite this potential loss of adult
stem cells with increasing age, the cellular life time of an individual adult stem cell
can in theory be as long as the entire life span of the organism itself. Here it is
important to note that adult stem cells such as pluripotent HSC seem to be rather

Fig. 2 Cells of the connective tissue compartment derived from MSC
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radio-resistant in terms of their clonogenic survival (Ploemacher et al 1992). In
radiation accidents where subjects were exposed to radiation doses high enough to
cause an acute complete bone marrow failure, long-term auto-transplantation and
recovery of the entire blood forming hierarchy was observed sometimes after years,
also suggesting that the most primitive stem cells are more radio-resistant than the
committed precursors or transiently amplifying cells (Baranov et al. 1994), prob-
ably because of the long cell cycle turnover of the former.

In another well studied tissue system, the small intestinal crypt, at least a sub-
population of slowly proliferating clonogenic stem cells was found to be
radio-resistant and able to repopulate the entire crypt, even after gamma doses as
high as *10 Gy (Potten 1998).

To adequately weight the factors that could qualify adult stem cells as target cells
of a radiation-induced malignant transformation, one can do the following
comparison:

Relative abundance of target cells:

ASC=differentiated or precursor cells : 10�3. . .10�4

Time window available for the accumulation of radiation-induced mutations

ASC: 70 years

differentiated or precursor cells: 2 weeks

! Relative length of time window available for finishing carcinogenic progression:

ASC=differentiated or precursor cells: 1860:

This means that ASCs in a 70 year old person had the chance to accumulate
almost 2000 times more radiation-induced mutations in their genome than
short-living committed or differentiated cells, assuming exposure to the same
radiation dose-rate. In the case of the natural background radiation (*3 mSv/a in
Germany), every ASC in a 70 year old person would have been exposed to a
cumulative dose of *200 mSv. In the context of the multistep process of envi-
ronmental tumorigenesis (Trott and Rosemann 2000) this would also mean that
long-term slowly proliferating ASCs have a much higher chance to acquire a rare,
complex pattern of cancer-driving mutations in their genome as compared to the
faster growing, but short living precursor cells (Fig. 3).

This calculation shows that the low abundance of ASCs as cancer-forming target
cells can be easily out-weighted by their higher chance of acquiring tumorigenic
mutations over a long time.

Using next-generation sequencing to identify somatic mutations in single cells it
was recently estimated that haematopoietic precursor cells accumulate about 10
random mutations per year, and that those mutations which by chance confer a
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growth or survival advantage to the daughter cells will eventually give rise to
predominant clones (Xie et al. 2014). In blood donors above the age of 70 years, a
few such mutant clones were found to dominate the entire population of blood cells.
The authors made the case that this is consistent with a model of long-living
haematopoietic precursor or stem cells accumulating somatic mutations throughout
the life span of a person. The age-associated increase of the mutational load to an
organ or a tissue is also known to happen in solid tissues, such as skin (Goodell and
Rando 2015), and the resulting growth of mutant clones with a concomitant loss of
wildtype cells has been termed “clonal collapse”. This shows clearly that
throughout the entire life of an organism, stem cells accumulate more and more
mutations that are passed to their progeny cells. Although most of these somatically
mutated cell clones do not seem to progress to full malignancy within a life time,
there is a clear association with an increased risk for myeloid-dysplastic syndrome,
aplastic anaemia, leukaemia (Jaiswal et al. 2014) as well as with the frequency of
other age related diseases (Bonnefond et al. 2013).

At the moment one can only speculate about the contribution of chronic back-
ground radiation (2–5 mSv/a) to this age related increase of stem cell mutations, or
if repeated exposures to diagnostic X-rays (*2 mGy for a conventional
X-radiography or *20 mGy for a CT) throughout life would further add to this
mutation load.

Fig. 3 Cumulative radiation dose in mesenchymal stem cells. After life-long exposure to chronic
IR of various sources, MSCs in an adult person could accumulate several hundred mSv. This is in
contrast to committed precursor cells, which have a proliferative life span of just a few weeks.
Undifferentiated MSCs can give rise to malignant fibrous histiocytoma/pleomorphic undifferen-
tiated sarcoma upon malignant transformation, whereas transformed osteoblasts form
osteosarcoma
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Chronic Disease by Dysfunctional SC

As outlined earlier in this article, ASCs represent a life-long cell reservoir for tissue
repair. Their loss or functional deprivation will therefore always cause a higher risk
for chronic diseases, in particular for those characterized by tissue degeneration.
They can affect neuronal tissues (Alzheimer disease, Parkinson disease, depression,
stroke, dementia, hearing loss, macular degeneration or other retinopathies), the
blood and immune system (aplastic anaemia, chronic inflammation, impaired
immune response and increased infection risk), cardio-vascular organs (arte-
riosclerosis, hypertension, ischaemic infarct), the metabolic organs (metabolic
syndrome, diabetes), or the musco-skeletal system (osteoporosis, osteoarthritis).

Since most of terminally differentiated cells rely on a high expression of specific
proteins and/or on a sufficiently high ATP production in their mitochondria, cellular
stress by endogenous radical oxygen species (ROS) and by the aggregation of
misfolded proteins (or a combination of both) are likely to cause a time-limitation of
their functionality. Therefore, similar to a building that requires regular mainte-
nance and repair work in-order to ensure its long-time stability, most organs and
tissues in a healthy organism can maintain their physiological function only if stem
cells continuously provide fresh functional cells to replace old ones. If adult tissue
stem cells are depleted or funtionally impaired, the homeostasis between newly
generated cells and lost dysfunctional cells is disrupted, most likely leading to
degenerative health complications.

It has been shown that chronic low dose irradiation (that does not induce acute
cell death) has the capacity to trigger premature senescence in human epithelial
cells (Yentrapalli et al. 2013). In murine MSCs we observed loss of stem cell
capacity by increased premature adipogenesis also at doses that do not induced cell
death (Höfig et al. 2016) (Fig. 4).

This shows that despite being refractory to radiation-induced cell death, stem
cells can lose their long term repopulating potential by several other mechanisms as
well.

Fig. 4 Premature
adipogenesis in murine MSCs
after gamma iradiation.
Adipogenic differentiation as
detected by Oil-red staining in
a culture of murine MSCs
3 weeks after
gamma-irradiation
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When Too Much of a Good Thing Becomes Bad: Malignant
Transformation

At the opposite end of the spectrum of disturbances of the stem-cell proliferative
capacity one can finds their malignant transformation. Here, a gain-of-function
alteration in the cellular genome causes the stem cell to divide in an uncontrolled
manner. This generates cellular progeny which escape the normal cellular program
to differentiate or to undergo apoptotic cell death and which acquire proliferative
immortality them self. The neoplasia that are the clinical manifestation of this
transformation are an extremely heterogeneous class of disease, often require
sophisticated forms of therapy depending on the genetic alterations and molecular
biology the malignant cells. Despite tremendous progress in the field of personal-
ized cancer medicine, with novel therapies using tumour-directed antibodies,
tumour-targeting immune cells or therapeutic compounds directed against specific
cellular pathways, on average 35 % of all malignancies will finally cause death of
the patient.

In a recently published study by Tomasetti and Vogelstein (2015) an association
was found between the abundance of adult stem cells in various organs and the
frequency of tumours. It would be to early, however, to blame only transformed
adult stem cells for each and every tumour. Hahn et al. (1999) demonstrated in
various in vitro models that differentiated human cells can readily be transformed
into fully malignant cells, just by the targeted genetic manipulation that affects two
or three cellular signalling pathways. This clearly shows that immortality can be
easily acquired by mutations in non-stem cells as well.

The Case of MSCs as Target Cells for Radiation
Carcinogenesis

Post-irradiation sarcoma is a prominent late effect following therapeutic irradiation.
In the case of external beam radiotherapy with healthy connective tissue in the
radiation field, a large portion of sarcoma are undifferentiated malignant fibrous
histiocytoma (MFH, recently termed pleomorphic undifferentiated sarcoma). When
most of the radiation dose is absorbed by the bone surface (the area where
pre-osteoblasts are located), as in the case of therapy with bone-seeking short-lived
alpha-emitters such as Ra223, the predominant type of late arising secondary
tumour is osteosarcoma. This suggests that after high-dose therapeutic irradiation
the sarcoma type is determined by the type of target cell in the radiation field. On
the other hand, whole body irradiated subjects that survived moderate doses (0.2–
3 Gy) during the A-bomb blasts were recently found to have an increase of
osteosarcoma, but not of MFH, implying that even when MSCs are in the radiation
field they become more important as target cells for a malignant transformation only
after higher doses. It is possible that MSCs and pre-osteoblasts (the transiently
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amplifying cells that after malignant transformation give rise to osteosarcoma) have
different mechanisms to respond to the genotoxic effect of ionizing radiation.
Analyzing the impact of gamma radiation onto the degree of telomere sister
chromatid exchange we found, that although non-irradiated MSCs had a much
lower level of this cytogenetic abnormality than osteoblasts, the frequency went up
sharply after 2 Gy gamma-irradiation (Kilinc et al., unpublished) (Fig. 5).

Telomere stability in osteoblasts has been found to be impaired by loss of Rb1
expression (Gonzalez-Vasconcellos et al. 2013), and this is assumed to contribute to
the high risk of Rb1 mutation carriers for the development of radiation-induced
osteosarcoma (Rosemann et al. 2014). In contrast to this, MSCs derived from the
same Rb1 ±mice as those that yielded the osteoblasts did not show an impaired
telomere stability. The telomere length during extended proliferation was always
higher in MSCs than in osteoblasts, and it was independent on the Rb1 gene status
(Fig. 6).

Fig. 5 Telomere sister-chromatid exchange in murine MSCs and osteoblasts. Metaphase
chromosomes were differentially stained for 3′ and 5′ telomeres after gamma-irradiation and
BUdR incorporation. For each experiment, 167 chromosomes were scored for the occurrence of
3′–5′ telomere exchange

Fig. 6 Telomere length in
murine MSCs and osteoblasts
of different Rb1 gene status.
DNA extracted from in vitro
growing cells of Rb1
±knockout mice was used
measure average telomere
length by qRT-PCR
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This suggests that the radiation-risk for these two histological types of bone
sarcoma can differ significantly, depending on whether the target cell that under-
goes transformation is a stem-cell or a committed precursor cell.

A similar picture was seen in the case of myeloid leukaemia, where acute
myeloid leukemia (AML) (characterized by mutations in genes such as Aml1, Flt3
or Pou1) exhibit a high excess relative risk in IR exposed cohorts, whereas chronic
myeloid leukemia (CML) incidence (characterized by the recurrent Bcr-Abl
translocation) remains almost at the background level as seen in unexposed cohorts
(Gale et al. 2014). This suggests that cells which belong to the same stem cell
lineage, but differ in their differentiation stage, can vary dramatically in terms of
their potential to undergo a radiogenic transformation.

Conclusion

Adult stem cells represent only a small portion of somatic cells. This, together with
earlier findings showing that ASCs are relative radio-resistant, led to the assumption
that they might not be important for the expression of radiation-induced late effects.
With the availability of sophisticated single-cell assays to identify and analyse stem
cells, however, it now becomes more and more obvious that rare ASCs can be
important target cells for different forms of health impairment following acute or
chronic radiation exposure. Since it has been shown that ionizing radiation to ASCs
can impair their genetic stability and their stem-cell capacity, their very distinct
regulation of cellular and molecular processes should be considered as a potential
factor that modulate the radiation risk for late health effects in various organs.
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Significance of Cytogenetic Study
for Estimation of Biological Effects
of Low-Dose Irradiation of People

Irina E. Vorobtsova and Alexey Semenov

Introduction

The application of ionizing radiation for military, industrial and medical purposes,
various emergency situations has dramatically increased the amount of people
irradiated at the low doses. This required forecasting of possible somatic and
genetic effects for the human population. In the case of low dose exposure it seems
to be difficult to estimate the risk of negative effects for people’s health using direct
epidemiological observations. The studies of disorders raised in cells as a response
to such radiation, allow understanding of the initial stages of the processes inducing
development of cancer and noncancerous forms of radiation pathology in exposed
people and in their progeny.

Since 1986 we study the cytogenetic effects in persons who suffered from the
Chernobyl accident, as well as in people called “veterans of special risk division”,
exposed in the past to radiation during nuclear tests, nuclear waste burial, various
radiation accidents. People who had no professional or any random contact with
ionizing radiation and their children were also studied, as well as children of
Hodgkin’s disease patients who underwent radio- and chemotherapy (the positive
control) before conception.

The investigations were performed in the following main directions:

– The structural/mutational state of genome: frequencies of unstable and stable
chromosomal aberrations, (ChA), micronuclei (MN), GPA and HPRT-mutations
in blood cells.
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– The functional state of genome: whole genome stability, chromosomal sensi-
tivity of lymphocytes to challenge irradiation in vitro and the age dynamics of
stable ChA.

– A correlation between the frequency of unstable ChA and the risk of somatic
pathology development.

– Comparison of dose-responses for ChA in lymphocytes irradiated in vitro and
in vivo.

– Radiation induced bystander effect (RIBE) on the novel model—mix culture of
lymphocytes from opposite gender donors.

Materials and Methods

Several groups of people exposed in the past to low dose irradiation were studied:
LQ—liquidators of 1986–1990 years (174 persons, 24–66 years old);
LC—liquidators’ children (60 persons, 0.5–7 years old); EA—adults evacuated
from radionuclide contaminated regions (19 persons, 26–45 years old); EC—
evacuated children (64 persons, 2–19 years old); VT—veterans of special risk
divisions—people who survived irradiation due to nuclear bomb testing or acci-
dental nuclear waste burial (22 persons, 48–76 years old); PC—children of
Hodgkin’s disease patients born after exposure to radio- and chemotherapy (15
persons, 3–13 years old); AC—adult control (93 persons, 20–85 years old); CC—
children control (52 persons, 2–18 years old). For comparison of in vitro and in vivo
dose-responses of ChA blood from 5 cancer patients exposed to the whole body
fractionated irradiation at low dose during 1 week was used. In the study of RIBE
mix and mono cultures of lymphocytes from 4 pairs of male and female donors of the
age range 23–32 years were started. An individual form was filled in for every
person under test who gave an informed consent to participate in this investigation.

Cultivation of lymphocytes, harvesting procedure and slide preparation were
performed in accordance with standard protocols, using BrdU for cell cycle control.
Unstable ChA were scored on slides stained by 6 % Gimsa dye, stable ChA—on
slides prepared by FISH technique using fluorescent DNA probes for 3 pairs of
chromosomes covered about 20 % of genome DNA as described (Vorobtsova et al.
2001a). MN were identified in binucliated lymphocytes using cytochalasin block.
MN in erythrocytes was determined on blood smears. The methods of registration
of GPA and HPRT-mutations were described in details elsewhere (Jones et al.
2002).

For the estimation of genome stability, the donor blood was exposed in vitro to
c-radiation from 137Cs source at the dose 1.5 Gy.

To generate dose-response curve of ChA for in vivo irradiated lymphocytes the
blood from cancer patients exposed every other day to whole body c-irradiation
from 60Co source (at a single dose of 0.115 Gy up to total dose of 0.57 Gy) was
sampled after each exposure. The technique of whole body irradiation was applied
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as a pretreatment antitumor therapy. To construct dose-response of ChA in lym-
phocytes irradiated in vitro blood of the same cancer patients sampled before this
treatment, was irradiated at the dose range of 0.1–0.6 Gy of c-radiation.

In the study of RIBE blood of male/female donors before mixing was irradiated
at the dose of 1 Gy of X-rays when the spontaneous frequency of ChA was used as
an endpoint. If an adaptive response (AR) was used for estimation of RIBE G0 or
early G1 male/female lymphocytes were pre-irradiated at the dose of 0.05 Gy of
c-radiation from 60Co source, the challenge irradiation was performed at the dose of
1 Gy of X-rays on late G1 lymphocytes in mix culture.

The significance of differences was estimated using Student’s t-test, Fisher’s
exact test and v2criterion. The regression analysis of the data was performed with
computer software Poisson Iteratively Reweighed Least Squares and Statistics for
Windows 6.0.

Results

Cytogenetic, Mutational and Functional State of Genome
of People Exposed to Low Dose Radiation in the Past

Spontaneous level of various chromosomal damages was increased in all exposed
groups (Fig. 1). The frequency of dicentrics—the specific radiation marker—was
increased only in directly irradiated persons (LQ, EA, EC and VT).

The number of single fragments exceeds the control level not only in exposed
persons but in the children of irradiated parents as well (LC, PC). Since this very
type of ChA is typical for spontaneous chromosomal mutagenesis, one may suggest
that it proceeds more intensively than in norm, both in directly irradiated persons
and in their children due to genome instability induced by the radiation impact. The
direct estimation of genome state was performed in groups LC, PC and EC using
functional criteria. These groups were characterized by the increased chromosomal
sensitivity of lymphocytes to challenge irradiation in vitro at the dose 1.5 Gy as
compared to CC group (Fig. 2). The elevated frequency comparing to norm of
HPRT-mutations (15.9 vs. 12.0 per 106 cells), but not of GPA ones was observed in
group of LQ (Jones et al. 2002).

One more approach to the estimation of the genome functional state was the
comparison of the age dynamics of stable ChA in exposed and control groups
(Vorobtsova et al. 2001b). The individual yields of translocations fitted well the
quadratic age-response function. The resulting equations were: Y = (0.21 ±

0.08) + (0.32 ± 0.05)X2, for the control donors, and Y = (0.42 ± 0.11) +
(0.51 ± 0.06)X2, for the exposed people, where Y is the whole genome translo-
cation number (per 100 cells); X is the age (years). The comparison of
b-coefficients from these equations showed that exposed persons aged faster as
estimated by the frequency of translocations than in norm i.e. their “biological age”
appeared to be greater than the calendar one.
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Functional inferiority of damaged genome was shown also by the comparison of
the morbidity parameters among persons with low and high levels of mutation
events in cells. The estimation method was based on the division of the examined
group to quartiles (in accordance with the individual ChA level). In the quartile with
the lowest (L) and with the highest (H) level of ChA the frequencies of the most
voluble systemic pathology: cardiovascular and gastrointestinal ones were regis-
tered. The frequencies of these diseases in L and in H group were 23 and 45 %,
correspondingly (Vorobtsova and Semenov 2006). The positive correlation
between ChA frequency and the risk rate of various diseases was also observed by
others (Shevchenko and Snigireva 2006).

Fig. 1 Different chromosomal damages in exposed people of various groups. a Children.
b Adults
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Comparison of Dose-Responses for ChA in Lymphocytes
Irradiated in Vivo and in Vitro

The in vivo and in vitro dose-responses for dicentrics fitted well the linear model in
the dose-range 0.1–0.6 Gy. The corresponding equations were calculated as
Y = (0.35 ± 0.09) + (3.13 ± 0.22) � D (in vivo) and Y = (0.31 ± 0.09) +
(6.85 ± 0.41) � D (in vitro), correspondingly, were Y is the number of dicentrics
(per 100 cells), D is the value of dose (Gy). The efficiency of in vivo irradiation of
lymphocytes per unit of dose was lower than that of vitro exposure (Fig. 3). It
means that reconstruction of individual dose performed by means of in vitro
dose-response calibration curve for dicentrics underestimates the real absorbed
dose. It was possible to confirm this proposal for one cancer patient who received in
total 1.15 Gy of fractionated whole body irradiation. The dose estimated on the base
of his number of dicentrics by means of in vivo equation was 1.2 Gy and by means
of in vitro one −0.57 Gy. That is a more correct value of absorbed dose was
obtained using in vivo dose-response curve. For translocations the in vivo and
in vitro dose-responses were practically equal.

Radiation Induced Bystander Effect

The bystander effect was estimated by the ability of non-irradiated female/male
lymphocytes to develop AR in mixed culture with pre-irradiated at the low dose
lymphocytes of opposite gender donor, using two time schedules: with adaptive

Fig. 2 Chromosomal aberrations in lymphocytes irradiated in vitro (1. 5 Gy) in children of
various groups
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irradiation of G0 male/female lymphocytes and challenge exposure—of G1 lym-
phocytes in mix culture; with adaptive irradiation of male/female early G1 lym-
phocytes and challenge exposure of the late G1 lymphocytes in mix culture
(Vorobtsova and Kolesnikova 2007; Kolesnikova and Vorobtsova 2011).

In Fig. 4 an example of RIBE observed with the 2d-time schedule is presented.
Radiosensitivity (RS) of pre-irradiated male/female lymphocytes themselves esti-
mated by the level of induced ChA was decreased as compared to their own RS i.e.
direct adaptive response (DAR) was observed in these cells. At the same time
lymphocytes neighboring in mix culture the pre-irradiated cells displayed the
reduced RS as well, i.e. developed the indirect adaptive response (IAR).

When the spontaneous level of ChA was used as an endpoint of RIBE the
number of ChA in nonirradiated male/female lymphocytes cultivated together with
irradiated (1 Gy) ones was increased as compared to that in non-irradiated

Fig. 4 Direct (DAR),
indirect (IAR) adaptive
response and own
radiosensitivity (RS) of male
(XY)/female
(XX) lymphocytes from mix
culture

Fig. 3 The dose-response curves for dicentrics in lymphocytes irradiated in vitro and in vivo
(Vorobtsova et al. 2001b)
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monoculture (4.66 ± 0.66 vs. 3.07 ± 0.53 correspondingly). On the other side the
decreased number of ChA was observed in irradiated cells when they were culti-
vated together with non-exposed ones (Kolesnikova 2012).

Conclusion

The data presented here on the level of different mutational events in various
exposed groups are rather a digest from those published earlier (Vorobtsova and
Semenov 2006). Together with the results obtained by others they demonstrate that
long after initial low dose irradiation human genome continues to be spoiled.

The damages observed in irradiated genome are accompanied by its instability. It
is worth noting that we were the first to propose and demonstrate in the 1970s on
animals and then on humans that radiation induced genome instability could be
transmitted via germ line and is accompanied by an increased cancer risk in the
progeny of irradiated parents (Vorobtsova 1989, 2006). Both these effects of par-
ental irradiation manifest themselves most clearly when provoke (promote) factors
are applied to prezigotically irradiated genome. Instability of irradiated genome
confirmed later in many studies (Dubrova 2003; Pilinskaya et al. 2005) became
nowadays universally adapted. The genome instability in people who underwent the
direct low dose irradiation is likely, possibly, to explain the acceleration of ageing
processes in them as it was shown by an increased rapidity of stable ChA accu-
mulation with age. It means that age somatic pathology in exposed persons will
appear earlier as compared to norm due to their higher biological age.

Some evidence of the functional role of genetic damages in cells gives the fact
that people with the high level of ChA have an increased risk of cancer (Hagmar et
al. 1994) and noncancerous diseases (Vorobtsova and Semenov 2006; Shevchenko
and Snigireva 2006). Thus, the frequency of ChA could be regarded as a surrogate
marker of risk for negative health effects induced by low dose irradiation.

For biological dosimetry based on the frequency of ChA, their in vitro dose
response calibration curves are usually applied. As it follows from our data, in vitro
dose response curve for dicentrics underestimates the absorbed dose in the case of
protracted exposure.

The RIBE is regarded now as a possible reason for radiation induced
non-stochastic adverse health effects and as a mechanism of second tumors origin
after primary antitumor radiotherapy. The mix culture of male/female lymphocytes
presents the simple, convenient and cheap model for observation of RIBE, using
various endpoints. Thus cytogenetic studies are very important in different aspects
of radiobiology and medicine.
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Regularities and Mechanisms of Radiation
Effects on Cancer Stem Cells In Vitro
and In Vivo

Irina Zamulaeva, Olga Matchuk, Elena Selivanova,
Sergey Makarenko, Vyacheslav Andreev and Andrey Kaprin

Introduction

The idea of a hierarchical structure of malignant tumors and the existence of special
cells that are progenitors of heterogeneous clones, making up the tumor, is actively
developing in recent years. These cells differ from the rest of the tumor cells by
tumorigenic activity (ability to restore the growth of the original tumor when
transplanted into immunodeficient mice) and similar to the stem cells of normal
tissue in a number of molecular biological, structural and functional features (gene
expression profile, a set of protein markers on the cell surface, intense removal of
drugs and lipophilic dyes, etc.). These cells are called cancer stem cells (CSCs); in
various literary sources they are also called stem-like or tumor-initiating cells.
Currently, the existence of CSCs is demonstrated in malignancies of different
localization and stable tumor cell lines of human and animals, despite the known
difficulties of identification of these cells.

Study of radiobiological properties of CSCs covers a fairly wide range of solid
tumors and cell lines of different origin, including glioblastoma, melanoma, cancers
of the upper respiratory tract (URT) and gastrointestinal tract, cancer of the female
reproductive system (ovary, breast prostate, uterus and uterine cervix), prostate and
others (Diehn and Clarke 2006; Koch et al. 2010; Nguyen et al. 2011; Dubrovska
2014; Rycaj and Tang 2014).

The vast majority of publications indicates a much higher resistance of CSCs to
low-LET radiation compared to the rest mass of cells. It is therefore believed that
CSCs determine adverse results of radiation or combined treatment of cancer
patients, including the occurrence of relapses and metastasis. At present, this
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assumption based on extensive experimental data is subjected to intensive research
in the clinical setting.

In general, the accumulated amount of data on CSC properties justifies the need
for further study of regularities and mechanisms of response of these cells to various
anticancer exposures in order to improve treatment of cancer patients. In particular,
the elucidation of the effects of high-LET radiation exposure to CSCs in various
model systems in vitro and in vivo, as well as in the treatment of cancer patients is
of great interest. In the literature, only a few publications are presented on this
subject (Zhang et al. 2013; Cui et al. 2011).

The effect of photodynamic treatment on CSCs is almost unstudied. In addition,
analysis of the literature has shown that the mechanisms of chemo- and, especially,
radioresistance of CSCs have not been studied enough, in spite of the high
importance of this problem, the solution of which can become a basis to develop
new effective antitumor agents or methods and improve existing therapies.

The research carried out at A. Tsyb Medical Radiological Research Centre over
the last few years have been directed to figure out these issues in model systems
in vitro and in the course of cancer patient treatment (Matchuk et al. 2012, 2013;
Zamulaeva et al. 2014). The objects for the study were stable cultures of melanoma
line B16, breast cancer line MCF-7, and cervical cancer line HeLa, as well as
biopsies of patients with URT cancer. We used two main methods of CSC iden-
tification known in the literature: immunophenotyping of surface markers and
evaluation of fluorescent dye Hoechst 33342 exclusion from the cells. As it was
shown in many studies, CSCs (unlike the other sells) have the ability to efflux
specified dye due to high expression of various ATP-binding transporters on the
plasma membrane. Due to this ability CSCs can be identified by flow cytometry as
«side population» (SP) in some stable tumor cell lines, including the ones used in
this study. The term non SP (NSP) applied in this study is often used to indicate the
remaining cells. SP method was used in our study of cell cultures, and the method
of immunophenotyping—in the analysis of biopsy material of malignant tumors.

Effect of Ionizing Radiation on SP Cells In Vitro

According to our data, the proportion of SP cells was on the average (±SE)
0.90 ± 0.04, 1.81 ± 0.04 and 5.40 ± 0.60 %—in intact cell culture lines B16,
MCF-7 and HeLa, respectively. SP of all the three lines had a higher resistance to
60Co c—radiation exposure than NSP as it was shown by multiple criteria including
clonogenic survival, the absolute and relative number of viable cells. For example,
in B16 cell line, the average value of D0 for SP and NSP was 2.3 ± 0.3 and
1.4 ± 0.2 Gy, respectively (p < 0.05).

Survival of SP and NSP cells was not different after exposure of B16 and MCF-7
cell cultures to neutron radiation (14.8 MeV). For cell line B16 the relative bio-
logical effectiveness of neutron radiation in comparison with c-radiation was 2.6 for
SP and 2.1 for NSP at the level of D10.
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The features of SP cells were revealed in relation with their higher resistance to
low-LET radiation compared to NSP. This research was made taking into account
the common factors of radioresistance of cells, whose role was demonstrated for
many biological objects, but for SP (or CSCs detected by other techniques) was
studied insufficiently or practically unexplored. In particular, a comparative study of
SP and NSP cells included such indicators as proliferative activity, distribution over
different cell cycle phases, the number of spontaneous and radiation-induced
double-strand DNA breaks, as well as constitutive and radiation-induced levels of
various heat shock proteins (HSP27 and HSP70). The results showed significant
differences in the distribution of SP and NSP cells over the phases of the cell cycle,
as well as quiescence of SP cells melanoma line B16 (compared to NSP cells). For
example, the total proportion of cells in S, G2, M-phases was 4.2-fold less in SP,
than NSP: 14.5 ± 3.7 % vs. 61.6 ± 5.5 %, respectively (p < 0.01). Similar results
were obtained for SP and NSP cells of breast cancer line MCF-7. The proportion of
cells in S + G2 + M phases was significantly lower in the SP, than in NSP:
16.4 ± 0.6 % vs. 48.3 ± 1.1 % (p < 0.01). Thus, SP cells of the studied cultures
were characterized by the state of relative proliferative quiescence.

To compare the number of DNA double-strand damage in the studied popula-
tions, we applied the method of detecting cH2AX foci, formed in the places of
these damages. The object of the study was pre-sorted SP and NSP cells of B16 line
before exposure and 1 h after the c-irradiation at a dose of 3 Gy. Radiation
exposure significantly increased the number of cH2AX-foci in both groups,
although to different degrees. In NSP amount of cH2AX- foci increased by 10 times
compared to the control and after the irradiation averaged to 40.3 ± 3.4 per cell.
However, the amount of cH2AX foci in SP after irradiation was only 3 times higher
than the control value and was 24.4 ± 3.7 on the average per cell. By this criterion
the difference between the compared populations was highly statistically significant
(p < 0.01).

The expression of HSP27 and HSP70 in the pre-sorted SP and NSP cells of
MCF-7 line was studied in the intact state and after exposure to c-radiation at the
dose of 5 Gy by means of the immunocytochemical method using the laser scan-
ning microscopy.

The constitutive expression level of HSP27 was not different in SP and NSP
cells (p > 0.05). However, after exposure the HSP27 content increased significantly
higher in SP than NSP cells. Thus, the radiation-induced increase of this indicator in
the SP and NSP cells was 63.8 ± 6.2 and 25.0 ± 5.5 rel. units, respectively
(p < 0.01).

The constitutive level of HSP70 expression was higher in NSP than SP cells:
164.4 ± 14.4 vs. 100.0 ± 9.7 rel. units, respectively (p < 0.01). However, SP cells
showed the increase in HSP70 expression after irradiation, whereas in NSP cells the
content of the protein did not change. As a result the post irradiation expression of
HSP70 was higher in the SP cells in comparison with that in the NSP (p < 0.01).

Importantly, the content of HSP27 increased to a greater extent in CSCs than in
the rest of the tumor cells after c-irradiation. The expression of HSP70 increased
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after irradiation only in CSCs. These findings are the first evidence of HSP par-
ticipation in forming the increased resistance of CSCs to the low-LET radiation.

Overall, the results of our study have shown that a higher resistance of SP
(compared to NSP) to low-LET radiation can be explained by a number of reasons,
including low proliferative activity, low amount of radiation-induced DNA
double-strand breaks, high levels of radiation-induced expression of HSP70 and
especially HSP27.

Effect of Photodynamic Treatment on SP Cells In Vitro

The aim of this part of the study was the elucidation of the regularities of photo-
dynamic treatment on CSCs in vitro (for melanoma line B16 and breast cancer line
MCF-7). The time and concentration dependences of the intracellular accumulation
of photosensitizer of chlorine series (Photolon) in SP and NSP cells were compared.
SP cells accumulated photosensitizer by 1.5–1.8 times less than NSP in the both cell
lines. But the level of destruction after the photodynamic treatment did not signifi-
cantly differ in the populations of cancer stem and non-stem cells despite the dif-
ferences in the content of the photosensitizer and known differences in the regulation
of death of these cells under the influence of other damaging effects. Thus, the results
for the first time have substantiated the high efficiency of photodynamic treatment in
terms of the CSC elimination as a fraction resistant to conventional anti-tumor
treatment (low-LET radiation and many chemotherapy drugs).

Quantitative Changes of CSCs In Vivo (in the Course
of Combined Treatment of Patients with URT Cancer)

The radiobiological properties of CSCs detected in vitro have allowed us to assume
that the number and/or the reaction of cells to radiotherapy may have a predictive
value. Preliminary results of the verification of these assumptions are presented
below. The study group consisted of 74 patients with primary URT cancer aged
from 31 to 85 years (mean 57 ± 9 years). Laryngeal cancer was diagnosed in 45
patients (60 %), cancer of the hypopharynx—in 16 (21 %), cancer of the
oropharynx—in 12 (16 %), cancer of the tonsils and throat—in 2 (3 %). Most often
T3 stage was observed (34 patients). T1 stage was detected in 3 individuals, T2—in
24, T4—in 13 patients. Regional lymph nodes were involved in the neoplastic
process in 32 persons (43 %).

All studied patients had biopsies before the treatment, and 27 of them—after
c-irradiation at the total focal dose (TFD) of 10 Gy with concurrent chemotherapy.
The biopsies of patients were tested for the proportion (percentage) of
CD44+CD24−CD45− and CD44+CD24lowCD45− CSCs by flow cytometry.

408 I. Zamulaeva et al.



The average value (±SE) proportion of CD44+CD24−CD45− cells before the
treatment amounted to 3.4 ± 0.5 %, the proportion of CD44+CD24lowCD45−

cells—1.7 ± 0.2 %. Statistically significant differences by the proportion of these
cells in the groups of patients with different stages of disease and histological types
of tumor were not defined. The degree of tumor regression was known for all the
patients after the first stage of the split-course radiotherapy (TFD 30–40 Gy)
concurrent with chemotherapy. It was found that the proportion of
CD44+CD24−/lowCD45− cells in the biopsies before the treatment was not signif-
icantly different in patients with varying degrees of tumor regression (more or less
than 50 %). Data on the presence/ absence of relapses and metastasis within 1 year
after the treatment were available for 61 patients, and within 2–3 years—for 48
patients. Proportion of CD44+CD24−/lowCD45− CSCs before the treatment did not
differ in groups of patients with varying efficiency of treatment, evaluated by the
disease-free survival for the stated periods of observation.

The data on changes in the proportion of CSCs in URT tumors after fractionated
irradiation at TFD of 10 Gy are of a special interest. The results have indicated
considerable individual variability of the observed changes in the CSC population.
In most cases the increase in the proportion of CSCs took place after irradiation
in vivo, as well as under experimental conditions of single irradiation in vitro. Thus,
increasing the proportion of CD44+CD24−/lowCD45− cells was observed in 16
patients, the reduction of this indicator—in 9 patients. In the remaining 2 patients,
this figure almost did not change. The character of the observed changes in the CSC
proportion did not correlate with the clinical and morphological parameters of the
tumor process. It is important to note that the response to irradiation of CSC
population differed in radiosensitive and radioresistant tumors, divided by criterion
of the 50 % regression after the first stage of radiotherapy. Thus, in patients with
radioresistant tumors (regression was less than 50 %) the statistically significant
increase in the average proportion of CSCs was shown after irradiation at the dose
of 10 Gy, compared with that before the treatment: 9.3 ± 4.0 % vs. 4.6 ± 2.0 %,
respectively (p < 0.05).

In patients with radiosensitive tumors (regression was more than 50 %), this
figure remained unchanged after radiation exposure, which appears to indicate the
same sensitivity of CSCs and other tumor cells to irradiation in these cases. Thus,
the obtained results have shown the relationship of quantitative changes of CSCs
with the immediate short-term outcomes of URT cancer treatment. The results of
the clinical and experimental parts of the work have confirmed the assumption of
the predictive value of CSC quantitative changes after the first fractions of irradi-
ation, but not the proportion of CSCs before the treatment. Taking into account the
small number of patients studied in the dynamics, the results require increased
sampling and further studies of groups of patients, homogeneous by primary tumor
localization, disease stage, morphological characteristics of the tumor and treatment
regimens. In addition, it is necessary to continue the clinical observation for the
subsequent analysis of disease-free survival in patients with different CSC
responses to the first fractions of irradiation, and to evaluate the predictive value of
quantitative CSC changes for long-term outcomes.

Regularities and Mechanisms of Radiation Effects … 409



Conclusion

In general, the literature analysis and the results of our own investigations of CSC
radiobiological properties have shown prospects for further work in this direction to
develop new antitumor methods of treatment (which are effective for CSC elimi-
nation), improving radiotherapy of cancer patients and elaborating methods of
personalized medicine.
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Part VI
Laws of Evolution



Evolution of the Genomic Universe

Eugene V. Koonin

Introduction

The determination of the DNA structure in 1953 started the great scientific revo-
lution that in a series of momentous discoveries ushered in the modern era in
biology (Watson and Crick 1953a, b). The Watson-Crick model revealed how the
genetic material was organized and how it could be replicated and inherited.
Subsequent studies on the molecular biology of replication have fully validated and
elaborated this mechanism, vindicating the early, prescient ideas on the template
nature of the gene that were first systematically presented by Timofeeff-Ressovsky
et al. (1935). In parallel, the elucidation of the genetic code revealed the key
features of the route from the genetic information to the phenotype (Crick 1958,
1968, 1970). The discovery of the fundamental fact that genetic information is
encoded in the sequence of bases in the genomic DNA immediately implies that this
sequence evolves, can be subject to selection and thus potentially could bear wit-
ness to the course of evolution (Crick 1958). However, from this fundamental
insight alone, it is not obvious that sequence comparison can yield a meaningful
reconstruction of the evolution of life. The feasibility of such reconstruction
depends on the character and rate of genome evolution. The first indications that
molecular evolution is indeed tractable were obtained by Zuckerkandl and Pauling
in 1962, the year when the discovery of the DNA structure was awarded by the
Nobel Prize and the experiments on the genetic code were proceeding at full steam
(Zuckerkandl and Pauling 1965). However, it took another 30 years and the
invention of the modern sequencing methods to show that sequence comparison
was powerful enough to successfully explore and reconstruct the evolution of
complete genomes (Koonin 2011b).

E.V. Koonin (&)
National Center for Biotechnology Information, National Library of Medicine,
National Institutes of Health, Bethesda, MD, USA
e-mail: koonin@ncbi.nlm.nih.gov

© Springer International Publishing AG 2016
V.L. Korogodina et al. (eds.), Genetics, Evolution and Radiation,
DOI 10.1007/978-3-319-48838-7_35

413



At the time of this writing (the New Year day, 2016), exactly two decades since
the release of the first complete genome of a cellular organism (the bacterium
Haemophilus influenzae) (Fleischmann et al. 1995), thousands of genomes from all
walks of life are available, providing ample material for comparative analysis
(Clark et al. 2016). This genomic collection is by no account complete and might
not even be representative of the true diversity of life given that over 99 % of
bacteria and archaea so far have not been grown in culture (Kaeberlein et al. 2002;
Vartoukian et al. 2010). The genomes from this dominant “dark matter” of life are
only starting to trickle in thanks to the latest advances of metagenomics and single
cell genomics (Handelsman 2004; Kodzius and Gojobori 2016). Nevertheless, even
the genome collection now available is extremely diverse with respect to the tax-
onomy, genome size and organismal biology, which may justify some general-
izations on the principles of genome evolution (Koonin 2011a, b). In this chapter, I
address such emerging general characteristics of the structure and dynamics of the
genomic universe.

Orthologous Gene Sets as Atomic Units of Evolution

Gene Orthology, the Cornerstone of Comparative Genomics

Whether or not the genomic universe is amenable to informative dissection criti-
cally depends on the level of evolutionary conservation of gene sequences and
existence of distinct gene families. The global evolutionary resilience of genes,
manifested primarily in the conservation of protein and RNA sequences, became
apparent in the very first comparisons of sequenced prokaryotic and eukaryotic
genomes, the bacteria Haemophilus influenzae and Mycoplasma genitalium, the
archaeon Methanocaldococcus jannaschii, and the eukaryote, yeast Saccharomyces
cerevisiae (Tatusov et al. 1997). A central generalization of comparative genomics
is that genes are not simply conserved through varying evolutionary spans but
constitute distinct units of evolution, namely orthologous gene lineages (Koonin
and Wolf 2008). Orthologs are the genes in different genomes that descend from a
single ancestral gene in the last common ancestor of the respective organisms (Fitch
1970; Koonin 2005) (whenever we mention “the same” gene in different organisms,
we actually mean orthologs). In the current collection of sequenced genomes
(Galperin et al. 2015), orthologs in distant taxa are found for the substantial
majority of protein-coding genes in each genome (Fig. 1). Thus, a major part of the
genomic universe can be organized into clusters of orthologous genes (COGs)
albeit at different phylogenetic depths. When the genes in a genome are classified
by their apparent “age”, i.e. the phylogenetic depth at which orthologs are detect-
able, the resulting breakdown turns out to be similar for distant organisms, with a
clear excess of genes that are at least hundreds of million years old (Wolf et al.
2009). As discussed below, the organization of orthologous gene clusters is far from
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simple due to frequent gene loss and lineage-specific duplication which leads in the
formation of families of paralogs. Nevertheless, the long-term conservation of the
identity of most genes in the form of the stable orthologous clusters provides for the
possibility of a highly informative quantitative analysis of the genomic universe.

Minimal Gene Sets, Non-orthologous Gene Displacement
and the Elusive Essential Core of Life

Sequencing of the genomes of symbiotic and parasitic bacteria prompted the
attractive idea that their gene repertoires could approximate the “minimal gene set”,
that is, the set of genes that is both necessary and sufficient to sustain a simple (i.e.,
prokaryotic) cell under the most favorable conditions that can be created outside
other cells (Fraser et al. 1995; Mushegian and Koonin 1996). The latter qualifi-
cation is critical because “minimal gene sets” are inevitably contingent on envi-
ronmental conditions in which the respective organism exists (or would exist, in the
case of computationally derived “conceptual” genomes). As soon as the first two
bacterial genomes became available, the second one being the genome of
Mycoplasma genitalium a wall-less parasitic bacterium with only *570 genes, the
obvious idea presented itself, that comparison of these two differentially specialized
genomes of bacterial pathogens belonging to different bacterial phyla would nat-
urally yield the “true” minimal set (Mushegian and Koonin 1996). More precisely,
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Fig. 1 Evolutionary conservation of genes: coverage of archaeal and bacterial genomes by
clusters of orthologs (COGs). Modified with permission from (Koonin and Wolf 2008)
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one would expect that the orthologous genes in the two organisms would represent
the set of essential biological functions that are required for the survival of a cell
regardless of the unique life style of each organism.

The comparison of the gene sets of H. influenzae and M. genitalium yielded 240
pairs of orthologous genes which encompassed most of the apparently essential
cellular functions; however, several such functions were conspicuously missing
from the conserved gene set. Defining the minimal set of essential biological
functions is not trivial. It is tempting to go about this task by “reverse evolutionary
engineering”, that is, purely by comparative genomics, and define the minimal set
of essential genes as those that are conserved in all cellular life forms. However, this
approach would ignore the possibility that different organisms could have evolved
independent solutions for the same essential task. So to delineate the minimal set of
cellular functions, one has to additionally employ the logic of biochemistry and cell
biology, and the state of the knowledge in these fields is indeed sufficient to
produce a reasonable catalogue of essential activities. Under the assumption that the
essential functions missing among the 240 H. influenzae-M. genitalium orthologs
were performed by unrelated or distantly related proteins in the two bacteria, an
attempt was made to infer candidates from the remaining genes of M. genitalium.
This straightforward effort on the derivation of a minimal gene set by a combination
of comparative genomics and biological reasoning seems to have been reasonably
successful and might approximate the functional repertoire of the simplest bacterial
cell capable of independent growth under the best possible conditions. Subsequent
gene knockout experiments have confirmed that most of the genes included in the
minimal set are essential for bacterial survival, and the genes from the minimal set
were found to be conserved in many (although not necessarily all) newly sequenced
bacterial genomes (Delaye and Moya 2010; Koonin 2003).

The minimal set of bacterial genes is heavily dominated by genes encoding
proteins involved in information transmission in the cell, that is, replication, tran-
scription and above all translation. Metabolic enzymes and transport systems are
much more sparsely represented as one might expect for an organism growing on
the richest possible media. In that respect, the minimal gene set is dramatically
different from the full set of COGs but resembles the set of essential bacterial genes,
i.e., the genes the inactivation of which kills the bacterium (Koonin 2003). This
striking preferential evolutionary conservation of the information transmission
systems is one of the core generalizations of comparative genomics, and below we
shall repeatedly return to this subject.

Perhaps, the most consequential outcome of the minimal gene set exercise was
the finding that several essential functions were missing from the list of readily
detectable orthologs. This observation was dramatically reinforced by the com-
parison of the bacterial genomes with the first archaeal genome
(Methanocaldococcus jannaschii) which revealed a number of additional glaring
gaps in the set of conserved essential functions (Bult et al. 1996; Koonin et al.
1997). These findings have been conceptualized in the notion of non-orthologous
gene displacement (NOGD), an evolutionary scenario under which unrelated or
distantly related genes (not orthologs) become responsible for the same essential

416 E.V. Koonin



function in different organisms (Koonin 2003). The actual evolutionary scenario for
NOGD is easy to imagine: an evolving lineage acquires an alternative, functionally
redundant gene for a particular essential role and so goes through an intermediate
state in which both implementations of the function in question are present (such
redundancy is often observed in organisms with more complex genomes), followed
by the loss of the original version (Koonin and Mushegian 1996). With the growth
of the genome collection, it is becoming increasingly common to find organisms—
typically, those with larger genomes—in which both incarnations of various
functions are represented, thus adding weight to the above scenario of NOGD
evolution.

As the genome database grows, it is becoming clear that NOGD reaches across
most of the functional systems and pathways such that there are very few functions
that are truly “monomorphic”, i.e. represented by genes from the same orthologous
lineage in all organisms that are endowed with these functions. Accordingly, the
universal core of life has shrunk almost to the point of vanishing. All that remains
ubiquitous are some 30 genes for proteins involved in translation and 3 large RNA
polymerase subunits, along with an approximately equal number of structural RNA
genes (rRNAs and tRNAs). Even when parasitic bacteria are disregarded, the list of
universal genes does not expand much (Koonin 2003). Thus, with the notable
exception of a miniscule core of genes involved in the key steps of information
transmission, there is no universal genetic core of life, owing to the (near) ubiquity
of NOGD. The concept of a relatively small, universal set of functions that are
required to sustain a cell remains viable but, considering the combinatorics of
NOGD, there seems to be a vast variety of gene ensembles that can fill the same
minimal set of functional niches.

The Units of Evolution and the Fundamental Fractal
Structure of the Genomic Universe

The results of comparative genomics lead to a key generalization that allows one to
conduct productive evolutionary studies: the fundamental units of evolution can be
clearly defined as evolving orthologous gene (domain) lineages (Koonin and Wolf
2009). All the complexity of the evolution of many genes notwithstanding, the
COGs are natural elements of the genomic universe, and quantitative analysis of the
patterns among these elements potentially can tell us a lot about the structure of that
universe. Orthology is most easily traced between genes of prokaryotes, and here I
discuss the prokaryotic domain of the genomic universe. The trends among
eukaryotes are similar in principle but are more complicated because of widespread
multidomain organization of proteins and extensive paralogy. In the genomic
spacetime, the COGs show a unique “skewed U-shaped” distribution across the
genomes that can be well approximated with three exponential functions which
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partition the gene population into 3 distinct classes (Koonin and Wolf 2008)
(Fig. 2).

1. The (nearly) universal genes, those that are represented in all or most of the
genomes of cellular life forms, make up but a tiny part of the genomic universe:
altogether, this core of cellular life includes only about 100 genes (Fig. 2). In
each particular genome, the fraction of these core genes is no greater than 10 %,
even in the smallest of the genomes of cellular life forms (parasitic bacteria like
M. genitalium) but typically, is closer to 1 % of the genes or less (Fig. 3).

2. The moderately conserved gene “shell”, that is, COGs represented in a broad
variety but not overwhelming majority of genomes; analysis of the available
prokaryotic genomes puts the number of “shell” COGs at about 5000. The shell
genes comprise the bulk of the gene complement in any genome (Figs. 2 and 3).

3. The poorly conserved, large “cloud” of COGs that are limited to narrow groups
of organisms along with “ORFans” (Open Reading Frames without detectable
homologs; this widely used acronym is a wordplay on ORFs and “orphANS”),
i.e. genes so far identified in one genome only (but for which homologs are
usually detected when additional related genome sequences become available).
The size of the “cloud” is at least several times that of the “shell”. The “cloud”
genes usually account for 10–30 % of the genes in any particular genome
(Fig. 3).

Fig. 2 The universal gene frequency distribution. a A set of 338 genomes representing all major
phyla of archaea and bacteria. b A set of 41 genomes representing all major phyla of archaea. c A
set of 44 genomes from the closely related bacterial genera Escherichia, Shigella and Salmonella.
Each component of the distribution is approximated by an exponential function. The plot is
rendered in semi-logarithmic coordinates
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Remarkably, this structure is self-similar, or fractal: the same three components,
namely the tiny core, the larger shell and the comparatively huge cloud, appear at
any level where the gene space-time is dissected, from the entire prokaryote world
to narrow groups of bacteria (Fig. 2). An evolutionary model explaining the fun-
damental fractal pattern of gene frequency distributions and its biological impli-
cations are discussed below.

There is an appearance of a paradox in the distribution of the COGs in the gene
space. Although in each individual genome, the majority of the genes belong to the
shell that is shared with distantly related organisms, when the entire gene universe
is considered, the core and shell genes (or more precisely, COGs) are but a small
minority (compare Figs. 2 and 3). Obviously, this difference is due to the fact that
the shell COGs are represented in many genomes whereas the cloud COGs and
ORFans are rare or unique. Given this distinctive structure of the gene universe,
evolutionary reconstructions inevitably yield a highly dynamic picture of genome
evolution, with numerous genes lost and many others gained via horizontal gene
transfer (HGT), at least, in prokaryotes (Doolittle 1999a, b, 2000; Hilario and
Gogarten 1993).

Fig. 3 Breakdown of the genes from individual genomes into the core, shell, cloud and ORFan
components. The data are presented for two archaeal (P. aerophilum and M. barkeri) and two
bacterial (S. mutans and S. oneidensis) genomes. The evolutionary classes of genes are shown
from bottom to the top in the order of decreasing conservation (core genes at the bottom). Modified
with permission from (Koonin and Wolf 2008)
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Gene Ensembles, Statistical Universals of Genome
Evolution and Simple Generative Models Behind Them

The advent of genomics and systems biology have forever changed the landscape of
life sciences by producing a wealth of quantitative data to which mathematical and
statistical approaches are readily applicable. Simple analysis of this massive data on
gene and genome architecture, evolution and expression reveals several universal
regularities that connect genomic and molecular phenomic variables and potentially
might qualify as quantitative laws of genomics. If genes or their evolutionarily
autonomous portions can be reasonably construed as “atomic units” (or “mole-
cules”) of genome evolution, then genomes are statistical ensembles of such units
(Koonin 2011a, b). Extending this oversimplified but potentially productive
physical analogy, genomes can be viewed as more closely resembling gases or
perhaps liquids, where interactions between molecules are variable and important
but weak compared to the intramolecular interactions that underlie the stability of
molecules, in contrast to solid states where intermolecular interactions are strong
and define the properties of this state of matter. It is textbook knowledge that the
behavior of ensembles of weakly interacting particles (molecules) follows, to a
good approximation, simple and universal statistical regularities, such as for
instance the Boltzmann distribution of particle velocities (Frank 2009a; Frank and
Smith 2011). The analogy between ensembles of genes that constitute genomes and
ensembles of molecules that form gases and liquids prompts the search for universal
statistical patterns in genome function and evolution. Moreover, this line of
thinking makes one predict with some confidence that these statistical patterns
should come in the form of mathematically simple, universal distributions of the
values of certain variables that describe the process of evolution. As described
below, such evolutionary universals indeed emerge from quantitative analysis of
genomes and molecular phenomes.

Two groups of key questions immediately come up when it comes to such
universals. First, is the analogy between genomes (and other “omes” such as
transcriptomes and proteomes) and gases or liquids valid, or are these biological
entities more like a solid state? In other words, can epistatic interactions between
genes, proteins or other biological entities be disregarded in statistical descriptions
of ensembles of such entities or are these interactions strong enough to make such
descriptions pointless? Second, are these universal patterns trivial, biologically
irrelevant consequences of aggregation of the outputs from a large number of
weakly interacting entities (“particles”)? Or else, are they manifestations of uni-
versal biological processes, i.e. laws of biology? Or is some kind of third way
plausible, i.e. could these conserved patterns be stochastic, yet reflect pertinent
biological reality? The typical approach used to address such questions involves
attempts to develop the simplest possible model of the evolutionary process that
would yield the observed universal behavior. The central problem with such models
is, to what extent is a model constrained by the universal pattern it strives to
explain, or put another way, can we discriminate, by applying statistics to the
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massive genomic and other “omic” data, between models that imply different
biological mechanisms? Furthermore, given that the universals are undoubtedly
shaped by evolutionary processes, a pressing question is, can these patterns be
accounted for by neutral models or is selection an essential factor behind the
universals?

The Universal Gene Frequency Distribution

It makes sense to begin our brief discussion of the universals of genomic evolution
and function with the already familiar example of the U-shaped gene frequency
distributions (Koonin and Wolf 2008) (Fig. 2). Undoubtedly, this broad distribution
of gene frequencies is generated by processes of gene gain, primarily via HGT, and
loss. The pertinent question is, can the observed distribution be explained by a
neutral model with equal rates of gain and loss for all genes, or some distribution of
these rates reflecting selection is required to account for the observations.

We addressed this question through explicit comparison of the fits to the
empirically observed gene frequency distributions produced by simple evolutionary
models with and without selection (Lobkovsky et al. 2013). Gene frequency dis-
tributions for almost 400 groups of 10 bacterial or archaeal species each, covering a
broad range of evolutionary distances, were fit to steady-state, infinite allele models
using a particular distribution of gene replacement rates and the phylogenetic tree of
the species in each group. The fits of the theoretical frequency distributions to the
empirical ones yielded optimal model parameters and estimates of the goodness of
fit. Using rigorous statistical criteria, we found that the neutral model of genome
evolution, with the same replacement rate for all genes, can be confidently rejected
(Fig. 4).

We also compared three models that incorporate purifying selection in the form
of a distribution of gene replacement that was derived using different approaches.
Of these three models, the most complex and potentially most realistic one, in
which the distribution of replacement rates was derived from a stochastic popula-
tion model with additive per-gene fitness, yielded substantially better fits to the
distributions obtained from all data sets than other models. The selection strength
estimated from the fits declines with evolutionary divergence while staying well
outside the neutral regime.

Thus, selection made a substantial contribution to the mechanisms that shaped
the universal gene frequency distribution in prokaryotes. Certainly, it would be
unreasonable to question the existence of selection affecting genes that are
responsible for key biological functions. However, it was far from obvious whether
the effect of selection and its strength could be detected and measured at the level of
the overall frequency distribution, without turning to individual genes. The results
of our modeling study show that although selection measurably affects only the
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right end of the gene frequency distribution, which includes widespread genes, the
effect is strong enough to confidently reject not only a neutral model but also
over-simplified models with selection. The flip side of the coin, of course, is that the
majority of the genes in the gnomic universe are subject only to weak selection and
in many contexts can be viewed as circulating under a nearly neutral regime.
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Fig. 4 The fit of different evolutionary models to the observed gene frequency distributions. The
gene frequency distributions and model fits are shown for four groups of bacteria (10 species
each). The evolutionary trees for the respective groups and the mean branch lengths are shown in
the insets. Evolutionary models: a neutral model in which all genes have the same replacement rate
(one parameter); b gamma-distributed replacement rate (two parameters); c, two class model in
which a fraction c of the genome has one replacement rate and the remainder evolves with a
different replacement rate (three parameters); d, replacement rate extracted from a stochastic
population model (two parameters). Modified with permission from (Lobkovsky et al. 2013)
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Distribution of Evolutionary Rates of Orthologous Genes
and the Inverse Correlation Between Evolutionary Rate
and Gene Expression

Protein-coding genes, at least, the non-synonymous positions that determine the
encoded amino acid sequence, are among the most strongly constrained sequences
in all genomes. However, already in the early days of molecular evolution studies, it
has been realized that evolutionary rates of protein-coding genes differ within a
broad range (Wilson et al. 1977). These broad distributions have been generally
attributed to the wide spectrum of protein functions which differentially constrain
the evolution of the respective genes. Indeed, it stands to reason that, for example,
the function of a DNA polymerase, a sophisticated enzyme that catalyzes the
template-dependent incorporation of nucleotides into the growing DNA chain,
would constrain the gene sequence evolution to a much greater extent than, for
instance, the function of a structural protein the only role of which is to maintain the
integrity of the nuclear matrix. However, the prescient idea that evolution of
protein-coding genes might not completely boil down to unique molecular details of
the protein function emerged in these early days. Wilson and coworkers hypothe-
sized in a seminal 1977 article that the evolution rate of a gene sequence depended
both on the unique function of the encoded protein and on the importance of that
protein for the survival of the organism (Wilson et al. 1977). However, at that time,
there were no direct methods to study evolutionary constraints, so these ideas,
however intriguing, belonged in the realm of speculation.

In the beginning of the third millennium, genomics and systems biology have
completely transformed evolution research (Koonin 2009). With multiple genome
sequences available, it has become possible to analyze and compare the distribu-
tions of evolutionary rates across complete sets of orthologous genes in different
taxa, and also to examine the correlations between evolutionary rates of orthologs in
different lineages. The distribution of the rates of evolution among
non-synonymous sites in orthologous genes in any pair of compared genomes spans
3–4 orders of magnitude and is much broader than the distribution of the rates for
synonymous sites (Koonin and Wolf 2010).

The shapes of the rate distributions for orthologous proteins are remarkably
similar in all studied cellular life forms, from bacteria to archaea to mammals
(Fig. 5) (Grishin et al. 2000; Wolf et al. 2009). All these distributions have the
log-normal shape, i.e., the logarithm of the evolutionary rate is distributed
approximately normally. In the theory of random processes, this shape of a dis-
tribution typically appears as a result of multiplication of many independent random
variables. Given the dramatic differences in the functional organization and the
actual number of genes between organisms, this universality of the evolutionary
rate distribution appears unexpected and suggests the possibility of a fundamental,
simple explanation which I discuss later in this chapter.

The progress of Systems Biology created the appealing opportunity to measure
correlations between evolutionary rates and all kinds of “molecular phenomic”
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variables, such as expression level, protein abundance, protein-protein interactions,
the actual phenotypic effects of gene mutation, and more (Koonin 2011a, b; Koonin
and Wolf 2006). Such “correlomics” studies have become almost a research area in
its own although the ultimate goal, certainly, is not to simply describe the corre-
lations or even their fine structure, but to develop physically sound and transparent
models of genome and phenome evolution.

Among the correlations between evolutionary and molecular-phenomic vari-
ables, the strongest and universal one is the negative correlation between the rate of
evolution of protein-coding genes and their expression levels: highly expressed
genes typically evolve slowly, a dependence that was invariably observed in all
model organisms for which expression data are available (Drummond et al. 2006;
Drummond and Wilke 2008; Krylov et al. 2003; Pal et al. 2001). The discovery of
the universal link between gene expression and evolution prompted a bold attempt
on theoretical reinterpretation of protein evolution under which the primary causes
of protein evolution have more to do with fundamental principles of protein
structure and folding that are common across all life than with unique biological
functions. It has been proposed, primarily, in the work of Drummond and Wilke,
that the principal selective factor underlying the evolution of proteins is robustness
to misfolding, owing to the deleterious effect of misfolded proteins that, in addition
to the expenditure of energy, could be toxic to the cell (Drummond et al. 2005;
Drummond and Wilke 2008). Without going into the details, this is an intuitively
attractive model that quite naturally explains the anticorrelation between expression
and sequence evolution: obviously, the deleterious effect of misfolding is expected
to be stronger for abundant proteins than for those produced in small quantities,
hence the genes for abundant proteins would be subject to strong constraints
resulting in slow evolution. This model is compatible with the well-established
preferential use of optimal codons (strong codon bias) in highly expressed and

Fig. 5 The universal log-normal distribution of the evolutionary rates of orthologous genes in
pairs of closely related genomes from diverse taxa. The evolutionary distances were calculated
using the Jukes–Cantor correction and normalized so that the mean of each distribution was equal
to 1. The probability density curves were obtained by Gaussian-kernel smoothing of the individual
data points. Modified with permission from (Wolf et al. 2009)
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highly conserved protein-coding genes. Under the misfolding hypothesis, evolution
of synonymous sites is constrained, at least in part, by the same factors as the
evolution of proteins owing to the pressure for the preferential use of optimal
codons in highly expressed proteins (hence fast translation) and in specific sites that
are important for protein folding.

The universal distribution of the evolutionary rates of orthologous genes and the
inverse correlation between the evolutionary rate and expression of a gene are two
universal that potentially could be connected because both involve the same evo-
lutionary rates. An attempt has been made to explain both these universal patterns
within the framework of a single simple model (Lobkovsky et al. 2010). Indeed, an
analysis of protein evolution that employed a simple, general model of protein
folding yielded estimates of evolutionary rates under the assumption that misfolding
was the only source of fitness cost. The results reproduced, with considerable
accuracy, the universal distribution of protein evolutionary rates as well as the
dependence between evolutionary rate and expression. These findings suggest that
the universal rate distribution indeed is a consequence of the fundamental physics
of protein folding.

Genome Evolution by Gene Duplication, Gene Birth
and Death Models, and the Universal Distribution of Gene
Family Sizes

Gene duplication is a major route of genome evolution in all walks of life, and
conceivably, the main one in eukaryotes. Formally, evolution by gene duplication is
a very simple process that can be readily encapsulated in straightforward mathe-
matical models. The idea of duplication as a facile “method” of genome evolution is
at the heart of our evolutionary thinking: deliberately trivializing the matter, it seems
obvious that making new functional devices (proteins or RNAs) from pre-existing
evolved entities by “tinkering” with them (Jacob 1977) is much easier than creating
such devices de novo, from scratch. Genomics has put the concept of evolution by
gene duplication on a firm quantitative basis by showing that the majority of the
genes in any genome belong to families of paralogs (with the exception of the
smallest genomes like those ofMycoplasma and other parasitic bacteria in which the
fraction of “singletons” is greater) (Jordan et al. 2001). More detailed evolutionary
reconstructions show that duplications occur, with varying intensity, at all stages of
evolution, so any genome is a compendium of duplications of all ages. However we
define a lineage—say, animals, chordates, mammals, primates etc.—we can find in a
genome (e.g., our own) all classes of lineage-specific duplications: animal-specific,
chordate-specific, mammalian-specific and so on (Lespinet et al. 2002). Prokaryotes
and eukaryotes differ with respect to the major route of genome evolution.
Phylogenomic analysis shows with confidence that eukaryotic genomes indeed
evolve by duplication, whereas in prokaryotes, the main process that shapes gene
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families is HGT such that in many cases, genes that appear paralogous (i.e. evolved
by duplication) actually are “pseudoparalogs” that have been acquired by a given
lineage via independent HGT from different sources (Koonin and Wolf 2008;
Makarova et al. 2005; Treangen and Rocha 2011)

The distribution of the size of gene families in any genome is another universal
statistical pattern uncovered by comparative genomics (Fig. 6). The distributions
for all genomes approximately follow a power law with a negative exponent:
y = ax−c (c is a positive number, a is a coefficient) (Koonin et al. 2002; Luscombe
et al. 2002). These distributions that conveniently become straight lines in
double-logarithmic coordinates show that the majority of the families are small
(including singletons) whereas a small fraction include numerous genes.

The emergence of the universal power law-like distribution of paralogous family
size is described with remarkable accuracy by a simple mathematical model of the
evolutionary process. The model comes from the mathematical theory of the birth
and death processes and, in the case of evolution by gene duplication, is best
described as a Birth, Death and Innovation Model (BDIM) (Karev et al. 2002, 2004;
Koonin et al. 2002). Under BDIM, birth is gene duplication or acquisition of a
family member via HGT yielding a new member of a gene family; death is gene
loss; and innovation is the birth of a new family either via duplication followed by
rapid divergence so that the “memory” of the old family is obliterated, or via HGT.
The most striking result in the modeling of evolution by gene duplication was that a
BDIM had to meet a set of precisely specified requirements to reproduce the
observed distributions of gene family size. The rates of gene birth and death have to
be (almost) equal but depend, in a specific manner, on the size of the family, that is,
large families are more dynamic than smaller ones

Notably, the dynamics of gene family evolution is described by a purely
stochastic model of the kind commonly used in statistical physics. However, for the
model to be compatible with the data, there has to be a precise balance between
domain birth, death and innovation rates, and this balance is likely to be maintained
by natural selection.

Completing the discussion of the universal patterns uncovered by comparative
genomics, it is appropriate to reiterate the question: do these universals reflect true
“laws of biology” or are they simple manifestations of the maximum entropy
principle whereby the values of any variable for a large ensemble of “particles”
aggregate to the highest entropy distribution within the applicable constraints
(Frank 2009a, b; Frank and Smith 2011)? It appears that the maximum entropy
principle indeed applies but this in itself is not a trivial conclusion because it
implies that the behavior of genes is reasonably approximated by the model of a
“gas” of independent “particles”. Beyond doubt, epistatic interactions are essential
in biology but the observations discussed above imply that they do not dramatically
affect the description of gene evolution and activity on the genome scale.
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The maximum entropy principle is a “model free” description of reality, meaning
that a variety of widely different evolutionary processes could lead to the same
distribution of a given quantity. However, the observed distributions often subtly
but significantly deviate from the maximum entropy distribution, and these devi-
ations can be explained by biologically meaningful evolutionary models that, in
particular, include effects of selection.

Fig. 6 The universal power
law distribution of gene
family size and the underlying
gene birth-death-innovation
model. Fit of empirical
domain family size
distributions to the
second-order balanced linear
BDIM: the yeast
Saccharomyces cerevisiae.
a. Distribution of the size of
domain families grouped into
bins b. Domain family size
distribution in double
logarithmic coordinates.
c Cumulative distribution
function of domain family
size. The line shows the
prediction of the second-order
balanced linear BDIM. The
lines show the fit to the
model. From (Karev et al.
2002)
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The Evolutionary Coherence of Gene Ensembles
and the Statistical Tree of Life

The Tree of Life as a Concept and a Metaphor

The concept of the Tree of Life (TOL) in its modern meaning was introduced by
Darwin in his notebooks as early as 1838 (the famous “I think” drawing) and
20 years later captured in the single illustration of the “Origin of species”.
Depiction of genetic relationships in the form of a tree certainly was not invented by
Darwin. Trees have been used for many centuries to represent genealogies, i.e.
actual histories of families, for example, royal ones, or longer, mythical family
stories, such as those on the Bible. However, Darwin was the first to come up with
the seminal idea that different species (not just generations within a family) were
related by a tree in which the leaves correspond to extant species and the internal
nodes correspond to extinct ancestral forms. Moreover, Darwin formulated the
general and extremely bold for its time hypothesis that ultimately the entire history
of life could be presented in the form of a single, enormous tree: “The affinities of
all the beings of the same class have sometimes been represented by a great tree.
I believe this simile largely speaks the truth. The green and budding twigs may
represent existing species; and those produced during each former year may
represent the long succession of extinct species. …. The limbs divided into great
branches, and these into lesser and lesser branches, were themselves once, when
the tree was small, budding twigs; and this connexion of the former and present
buds by ramifying branches may well represent the classification of all extinct and
living species in groups subordinate to groups.” (Darwin 1859) In the 6th edition of
the Origin (Darwin 1872), Darwin went further and explicitly introduced the TOL:
“As buds give rise by growth to fresh buds, and these, if vigorous, branch out and
overtop on all sides many a feebler branch, so by generation I believe it has been
with the great Tree of Life, which fills with its dead and broken branches the crust
of the earth, and covers the surface with its ever-branching and beautiful
ramifications.”

Despite the lack of hard evidence at the time, Darwin’s sweeping universal
common ancestry hypothesis quickly caught up. Several years after the publication
of the Origin, Ernst Haeckel populated Darwin’s conceptual TOL with real life
forms that included almost exclusively animals, with “MAN” on top and some
amoebae and “Monera” (the 19th century name for bacteria), at the roots (Haeckel
1905). Since then, the TOL became the centerpiece of evolutionary biology and, in
a sense, of biology in general.

For nearly 140 years after Darwin and Haeckel, phylogenetic trees, that were
initially constructed using phenotypic characters but, following the seminal work of
Zuckerkandl and Pauling in the early 1960s (Zuckerkandl and Pauling 1965),
increasingly relied on molecular sequence comparison, have been construed as a
(more or less accurate) depiction of the evolution of the respective organisms. In
other words, a tree built for a specific character or a gene was by default equated
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with a “species tree”. The adoption of the 16S rRNA, a molecule that is universal in
cellular life forms, as the golden standard for phylogenetic reconstruction yielded
the three-domain TOL of Woese and colleagues, a striking culmination of the
classic period of phylogenetics (Pace 1997, 2006; Woese 1987; Woese et al. 1990).
The 16S tree included parts with excellent resolution of the branches, and although
many other parts remained poorly resolved, especially deep within the tree, further
improvement of phylogenetic methods along with the analysis of several additional
universal genes, was expected to reveal the detailed, definitive topology of the TOL
in a not so remote future (Pace 1997).

The views of evolutionary biologists on the status of the TOL in the face of the
pervasive HGT spanned the entire range from: (i) continued denial of a significant
role of HGT in the evolution of life, to (ii) a “moderate” revision of the TOL concept,
to (iii) genuine uprooting whereby the TOL is declared meaningless as a represen-
tation of the evolution of organisms or genomes (O’Malley and Boucher 2005;
O’Malley and Koonin 2011). With the accumulation of comparative genomic data
indicative of massive HGT, the adherence to the traditional TOL concept is being
quickly marginalized (O’Malley and Koonin 2011). The real debate seems to be
between the “revisionist” and “radical uprooting” views (ii and iii). The moderate
approach maintains that, all the differences between individual gene trees notwith-
standing, the TOL remains relevant as a central trend that, at least, in principle, can
be revealed through a comprehensive comparison of gene tree topologies (Wolf et al.
2002). The radical view counters that massive HGT obliterates the very distinction
between the vertical and horizontal routes of genetic information transmission, so the
TOL concept should be abandoned in favor of a network representation of evolution
(Doolittle and Bapteste 2007; Gogarten et al. 2002).

The views of evolutionary biologists on the status of the TOL in the face of the
pervasive HGT spanned the entire range from: (i) continued denial of a significant
role of HGT in the evolution of life, to (ii) a “moderate” revision of the TOL concept,
to (iii) genuine uprooting whereby the TOL is declared meaningless as a represen-
tation of the evolution of organisms or genomes (O’Malley and Boucher 2005;
O’Malley and Koonin 2011). With the accumulation of comparative genomic data
indicative of massive HGT, the adherence to the traditional TOL concept is being
quickly marginalized (O’Malley and Koonin 2011). The real debate seems to be
between the “revisionist” and “radical uprooting” views (ii and iii). The moderate
approach maintains that, all the differences between individual gene trees notwith-
standing, the TOL remains relevant as a central trend that, at least, in principle, can
be revealed through a comprehensive comparison of gene tree topologies (Wolf et al.
2002). The radical view counters that massive HGT obliterates the very distinction
between the vertical and horizontal routes of genetic information transmission, so the
TOL concept should be abandoned in favor of a network representation of evolution
(Doolittle and Bapteste 2007; Gogarten et al. 2002).

Below I discuss a comprehensive dissection of the evolution of prokaryotes into
the tree-like and web-like components, in order to objectively determine the role

Evolution of the Genomic Universe 429



and place of trees in our understanding of evolution, which should eventually settle
the TOL controversy. Before turning to this quantitative analysis, I examine the
roots of tree thinking at a conceptual level.

The Fundamental Units of Evolution and Its Intrinsic
Tree-like Nature

Replication of the genetic material, a process that is intrinsically error-prone, is both
the condition and the direct cause of evolution. The status of trees in biology is
defined by the simple fact that replication and the evolution that it necessarily
entails are inherently tree-like processes (Koonin and Wolf 2009). Indeed, a
replicating molecule gives rise to two (in the case of semi-conservative replication
of dsDNA that occurs in all cellular organisms and many viruses) or multiple (in the
case of the conservative replication of viruses with ssDNA or ssRNA genomes)
copies with errors, resulting in a tree-like process of divergence. In
graph-theoretical terms, such a process can be isomorphously represented by a
specific form of a directed acyclic graph known as arborescence, i.e., a generalized
tree in which multifurcations are allowed and all edges are directed away from the
root (hereinafter, I simply call such graph trees).

A potential major complication to the tree-like character of evolution is
recombination that, if common, would turn the tree-like representation of the his-
tory of a replicating lineage into a network (or worse, a morass). Is it possible to
determine a fundamental, “atomic” level of genetic organization at which recom-
bination is negligible? This does not seem to be feasible in the case of homologous
recombination that is extensive during co-replication of closely related sequences,
in particular, in eukaryotes that engage in regular sex, and in “quasi-sexual”
prokaryotes. Essentially, the unit of homologous recombination is a single base
pair. However, homologous recombination cannot occur between distantly related
sequences, so HGT between diverse prokaryotes involves only non-homologous
(illegitimate) recombination complemented by more specific routes such as dis-
semination via bacteriophages and plasmids that have the potential to integrate into
chromosomes. In contrast to homologous recombination, a strong preference for
evolutionary fixation of non-homologous recombination events outside of genes or
between parts of genes encoding distinct domains of multidomain proteins should
be expected because preservation of gene integrity after non-homologous recom-
bination within genes is extremely unlikely. The prevalence of intragenic recom-
bination in the course of HGT between distantly related prokaryotes has not been
studied in sufficient detail. Nevertheless, at least one study shows that regions
encoding relatively small protein domains are significantly avoided by recombi-
nation (Chan et al. 2009). Hence a conclusion that appears important and credible
even if not yet sufficiently supported by data: the evolutionary history of a gene or
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domain is reticulate on the micro scale due to homologous recombination but is
largely tree-like on the macro scale.

Thus, trees cannot be banished from evolutionary biology for a fundamental
reason: they are intrinsic to the evolutionary process. This being the case, the main
pertinent question becomes: what are the fundamental genetic units of tree-like
evolution? In the practice of evolutionary biology, trees are most often built for
individual genes or for sets of genes that are believed to evolve coherently.
However, it is typically either implied or stated explicitly that the ultimate goal is a
species (organismal) tree. The lack of clarity about the basic unit to which tree
analysis applies seems to be an important, if not the main, source of the entire TOL
controversy.

Conceptually, the answer to the above question seems clear: the fundamental
unit of evolution can be most adequately defined as the smallest portion of genetic
material with a distinct evolutionary history, i.e., one that evolves independently of
other such units through a substantial duration of evolution. Given the dominance
of HGT in the evolution of prokaryotes, the unit that generally meets this
requirement is a genomic locus that encodes an RNA or protein molecule (or a
distinct evolutionary domain), i.e. a gene (except for the case of genes encoding
multidomain proteins where a single gene may comprise two or more evolutionary
units). The realization that individual genes, as opposed to genomes, are the
“atomic” units of evolution undermines the TOL concept. However, as shown
above, trees are inalienable from any description of evolution for the simple reason
that replication of the genetic material is an intrinsically tree-like process. Together,
these two fundamental observations lead to a straightforward conclusion as to what
should replace the TOL: the “Forest of Life” (FOL), i.e., the collection of phylo-
genetic trees for all genes (with the obvious exception of genes without detectable
homologs) (Puigbo et al. 2013). The reconstruction of the history of life requires
charting the FOL in search of “groves” of similar trees that might reflect long term
trends of coherent (vertical) evolution of gene ensembles and “vines” of HGT.
I describe the results of such comparative analysis of gene trees in the next section.

The Forest of Life and the Nearly Universal Trees

In principle, the FOL includes trees for “all” genes. In practice, however, working
with the thousands sequenced genomes is technically difficult because of error
accumulation in sequence alignment as well as computational complexity of the
nest methods for phylogenetic analysis. However, analysis of all available genomes
is not essential. The dominance of HGT in the evolution of prokaryotes notwith-
standing, core and shell genes in closely related organisms (defined, for example,
by the high sequence similarity of their rRNAs or other core genes) most of the time
evolve congruently (and only core and shell genes are widespread enough to yield
meaningful trees). Thus, a carefully selected representative set of organisms should
be sufficient to reveal major trends in the FOL (Puigbo et al. 2009). For the analysis
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discussed here, we constructed a representative set of 100 prokaryotic genomes, 41
archaeal and 59 bacterial. Trees were built for all sets of orthologs with more than 4
members (the minimum number of sequences required to make an unrooted tree),
so altogether we obtained almost 7000 trees. Predictably, given the core-shell-cloud
structure of the prokaryotic gene space described above, most of these trees are
small: only 2040 trees included more than 20 species, and only a small set of 102
Nearly Universal Trees (NUTs) included >90 % of the analyzed prokaryotes.

Usually, phylogeneticists attempt to identify HGT by comparing trees of indi-
vidual genes to a predefined “species tree”. However, as we have seen in the
preceding section, the very concept of a “species tree” is invalidated by the per-
vasive HGT because of which the fundamental units of tree-like evolution are
individual genes. Thus, we attempted to chart the FOL without using any standard
tree against which to compare the rest of the trees in the FOL. To this end, we
analyzed the complete, all-against-all matrix of the topological distances between
the trees which included almost 24 million pair-wise tree comparisons although
many cells in the matrix are empty because the respective trees consist of
non-overlapping sets of species. A convenient way to represent and analyze this
matrix is a network graph in which the nodes are individual gene trees which are
connected by edges if the overlap of the respective tree sets is sufficient to measure
the distance, with the weights on the edges inversely proportional to the distance
[the distances are calculated from the topological differences between the trees; I
skip here the details of these calculations, see (Puigbo et al. 2012)]. In this network,
the group of NUTs occupies a special position: about 40 % of the trees are highly
similar to at least one NUT. As a control, under the same similarity cut-off, 102
randomized NUTs were connected only to *0.5 % of the trees in the FOL. Thus,
there is a high and non-random topological similarity between the NUTs and a large
part of the FOL.

Knowing all the distances between the trees in the FOL, one can apply statistical
methods for data clustering, i.e., determine whether the FOL is simply a cloud of
randomly scattered points (trees in the topology space) or contains distinct clusters
of trees with similar topologies. The applied statistical procedure partitioned the
FOL into 7 clusters of trees; notably, all the NUTs formed a compact group within
one of the clusters. The 7 clusters showed considerable differences in the distri-
bution of the trees by the number of species, the distribution of archaea and bac-
teria, and the functional classification of the respective genes. So the clustering
results indicate that the FOL can be partitioned into large, distinct groups of
topologically similar trees; however, at this stage, it remains unclear how much of
this clustering is due to “vertical” and how much to “horizontal” evolutionary
processes. The key observation is that all the NUTs occupy a compact and con-
tiguous region of the tree space, are not partitioned into distinct clusters, in contrast
to the rest of the FOL, and are separated by approximately the same distance from
all clusters of trees.

These findings lead to an important conclusion: the topologies of the NUTs are
highly similar to each other and seem to represent a central evolutionary trend in the
FOL. This statement might seem vague but actually reflects two simple,
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straightforward observations: (i) the topologies of the NUTs are similar to
topologies of many other trees in the FOL, and (ii) the NUTs are approximately
equidistant from the clusters of other trees, i.e. can be considered to occupy a
central position in the FOL.

The NUTs correspond to the core in the tripartite organization of the genomic
universe described above (Koonin and Wolf 2008). These genes encode ribosomal
proteins and other highly conserved proteins involved in translation along with a
several core subunits of the DNA-dependent RNA polymerase. These are the genes
that are expected to be least of all prone to HGT according to the so called com-
plexity hypothesis which postulates that genes encoding subunits of macromolecular
complexes are mutually adjusted by evolution so that exchange of any subset of
these genes is likely to be deleterious (Jain et al. 1999). Somewhat paradoxically,
this set of nearly universal genes also encompasses some of the most notable
examples of HGT, in particular, among the aminoacyl-tRNA synthetases, some of
which are responsible for antibiotic resistance, but also among quite a few ribosomal
proteins (Makarova et al. 2001; Wolf et al. 1999). Nevertheless, the analysis of the
FOL unequivocally shows that the group of NUTs is internally topologically con-
sistent and moreover is linked by topological similarity to numerous other trees in
the FOL.

In light of the near ubiquitous HGT, there is no chance to revive the TOL as a
single tree that would describe organismal evolution (species tree). However, if one
seeks the best meaningful approximation of a TOL, the consensus topology of the
NUTs appears to be the strongest candidate (O’Malley and Koonin 2011). Before
settling on this conclusion, I describe a deeper quantitative analysis of the FOL that
allowed us to assess the extent of vertical (tree-type) and horizontal (web-type)
evolutionary processes.

The signal of tree-type evolution, defined as the consensus topology of the
NUTs, seems to reflect a central trend of evolution in the FOL and is traceable
throughout the entire range of phylogenetic depths despite the substantial rate of
HGT. In contrast, the sum total of all evolutionary patterns that appear incompatible
with the consensus NUTs topology, whether caused by HGT or by other processes
such as parallel gene losses that are also common among prokaryotes, can be
denoted the web-type signal. We developed a quantitative measure to directly
estimate (on a 0–1 scale) the tree-type and web-type contributions to the evolu-
tionary distances between species (Puigbo et al. 2010). The lower the score (that is,
the closer to the distance expected by chance, under the assumption that genes are
freely mixed), the more the relationship between the given pair of species is
determined by web-type evolutionary processes. The Tree-Net map of the NUTs
was dominated by the tree-like signal: the mean score for the NUTs was 0.63, so the
evolution of the nearly universal genes of prokaryotes appears to be nearly
“two-third tree-type”. The exceptions are the radioresistant bacterium Deinococcus
radiodurans that showed, primarily, web-like relationships with most of the archaea
and several bacterial taxa (Actinobacteria, Aquificae, Chloroflexi, Cyanobacteria,
Firmicutes, Fusobacteriae, Thermotogae) each of which formed a strongly con-
nected network with other bacteria. In a stark contrast, the rest of the FOL is
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dominated by the web-type evolutionary processes, with the mean score of 0.39
(about “60 % web-like”). The major web-like areas observed among the NUTs
recurred in the FOL, and additional ones became apparent including Crenarchaeota
that showed a pronounced signal of a non-tree-like relationship with diverse bac-
teria as well as some Euryarchaeota. A more detailed dissection of the FOL shows
that the web-type signal dominates the evolution of genes that are present in a small
number of prokaryotes whereas the evolution of more wide spread genes is more
tree-like and more closely resembles the pattern seen among the NUTs. This trend
is compatible with the HGT optimization hypothesis according to which genes that
are frequently lost during evolution should be also frequently transferred if the
extinction of these genes and the overall mutational meltdown of microbial pop-
ulations are to be avoided.

Different functional classes of genes showed major differences with respect to
the tree-type (vertical) and web-type (horizontal) trends in their evolution, from the
dominance of the vertical signal among genes for translation machinery compo-
nents and proteins involved in intracellular trafficking to the almost fully horizontal
evolution of genes for ion transport, signal transduction and especially defense
system components. This pattern is generally compatible with the complexity
hypothesis but also reveals a more nuanced picture, with substantial differences, for
instance, between enzymes of nucleotide metabolism that evolve mostly vertically
and proteins involved in amino acid or carbohydrate metabolism and transport, for
which the web-type signal was much more prominent.

Thus, the quantitative analysis of the tree-type and web-type signals reveals an
apparent paradox of prokaryote evolution: although the tree-type evolution is by far
the strongest single trend in the FOL, quantitatively, evolution of prokaryotes is
dominated by the combination of the web-type processes, such as HGT and
lineage-specific gene loss. The tree-like pattern accounts for most of the evolution
among the NUTs; however, because the FOL consists mostly of small trees among
which the tree signal is barely detectable, the diverse, in the first approximation,
random horizontal processes that govern the evolution of relatively small gene
families are quantitatively dominant.

When Darwin introduced the TOL metaphor, his argument came from obser-
vations on the evolution of animals. However, he generalized the tree pattern of
evolution to life in general with considerable confidence. In the narrow sense,
Darwin was correct: no one denies that evolution of animals is tree-like. However,
this is not a TOL but only a description of the evolution of a single, relatively small,
tight group of eukaryotes. The straightforward generalization to the entirety of
cellular life on earth fails because of the complex net of extensive HGT that is most
common among prokaryotes but also prominently contributed to the evolution of
eukaryotes, especially, via endosymbiosis (Keeling and Palmer 2008).

However, notwithstanding the newly discovered complex nature of evolution,
with a major horizontal component, Darwin’s metaphor reflects a deeper truth: trees
remain the natural representation of the histories of individual genes given the
fundamentally bifurcating character of gene replication and the substantially low
frequency of intragenic recombination compared to intergenic recombination at
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long evolutionary distances. Thus, although no single tree can fully represent the
evolution of complete genomes and the respective life forms, the realistic picture of
evolution should necessarily combine trees and networks. These components can be
revealed through the analysis of the FOL, the comprehensive collection of gene
trees (Puigbo et al. 2010).

The quantitative dissection of the FOL reveals a complex landscape of tree-like
and web-like evolution. The signals from these two types of evolution are dis-
tributed in a highly non-random fashion among different groups of prokaryotes, and
among functional classes of genes. Overall, the web-type signal is quantitatively
dominant, a finding that (almost literally) vindicates the concepts of “lateral
genomics” or “net of life”. These results are decidedly incompatible with the rep-
resentation of prokaryote evolution as a TOL adorned with thin, random “cobwebs”
of HGT (Ge et al. 2005; Kunin et al. 2005). However, the tree-type, vertical signal
compatible with the consensus topology of the NUTs is also unmistakably
detectable and seems to account for up to 40 % of the evolutionary processes in the
prokaryote world. The crucial, even if somewhat paradoxical, feature of the evo-
lution of prokaryotes is that, although web-type processes are quantitatively dom-
inant, the single strongest trend is the vertical evolution reflected in the consensus
tree topology of the NUTs that also largely recapitulates the rRNA tree. In principle,
one could legitimately speak of this trend as a “statistical” TOL.

From the Structure to the Dynamics of the Genomic
Universe

Genomes of bacteria and archaea (collectively, prokaryotes) appear to exist in
incessant flux, expanding via horizontal gene transfer (HGT) and gene duplication,
and contracting via gene loss. However, the actual rates of genome dynamics and
relative contributions of different types of events across the diversity of prokaryotes
remain largely unknown. Recently, we performed a comprehensive analysis of the
genome dynamics in 35 groups of closely related microbial genomes by mapping
the gene gain and loss events onto the evolutionary trees of each group and using a
phylogenetic birth-and-death maximum likelihood model to reconstruct the evo-
lutionary scenario and quantify the gain and loss rates(Puigbo et al. 2014) . The
results of this analysis show that loss of gene families dominates the evolution of
prokaryotes, occurring at approximately three times the rate of gain. The rates of
gene family expansion and reduction are typically 7 and 20 times less than the gain
and loss rates, respectively. Thus, the prevailing mode of evolution in bacteria and
archaea is genome contraction that is partially compensated by the gain of new gene
families via horizontal gene transfer. The rates of gene flux estimated from these
reconstructions are extremely high such that several events of gene loss and gain
typically occur over the time that it takes for a single nucleotide substitution to be
fixed in an average gene in an evolving genome.
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The rates of gene family gain, loss, expansion and reduction are also highly
variable, with the most stable genomes showing rates about 25 times lower than the
most dynamic genomes. There is little correlation between the rate of gene flux and
the life style of microbes or the strength of selection that affects the protein
sequences they encode. In contrast, there is a clear pattern in the distribution of gene
loss and gain across the functional categories of genes: genes involved in
anti-parasite defense as well as signal transduction are lost and gained much more
often than genes coding for components of information transfer systems where
metabolic enzymes and transporters show intermediate rates. Taken together, these
findings clearly show that rapid gene flux involving extensive loss of genes and
gene families, partially balanced by gain of new gene families via HGT, is the
principal mode of microbial evolution. These conclusions are compatible with
experimental results demonstrating bacterial genome contraction in real time
(Nilsson et al. 2005).

Given the finding, compatible with previous observations made on larger evo-
lutionary scales (Kunin and Ouzounis 2003; Snel et al. 2002), that gene family loss
substantially prevails over gain in the evolution of microbial genomes, the question
emerges, why genomes do not shrink out of existence? The answer is likely to be
twofold. Some bacteria actually might be headed towards extinction as previously
observed for the tiny genomes of intracellular parasites (McCutcheon and Moran
2012; Merhej et al. 2013; Merhej and Raoult 2011). However, the more common
scenario would involve evolving prokaryotic lineages going through long phases of
genome contraction, in which our analysis caught most of them, punctuated by
shorter bursts of extensive gene gain, which are also detectable albeit, due to their
short duration, only in a few groups, and compensate for the gradual gene loss.

Conclusions: The Dynamic Yet Structured Genomic
Universe

The selected threads from recent evolutionary genomic studies discussed in this
chapter seem to converge on a coarse grain but somewhat optimistic message: we
are now in a position to decipher major trends not only in the evolution of particular
groups of organisms but also in the entire genomic universe. Our ability to probe
the structure and evolution of the genomic spacetime stems from a truly funda-
mental and non-trivial generalization yielded by comparative genomic, namely that
genes are relatively stable atomic units of that spacetime, with their distinct evo-
lutionary histories. Moreover, the discovery that key variables that characterize
genome and molecular phenome evolution are distributed according to simple
mathematical laws that follow the maximum entropy principle within the applicable
constraints implies that treatment of genes and their products as weakly interacting
particles is adequate for at least a crude description of the structure and evolution of
the genomic universe. Deviations from the distributions dictated by the maximum
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entropy principle in some case allow one to choose a realistic mathematical model
of the evolutionary process that may include a particular distribution of selection
coefficients across a gene ensemble. In the new concept of evolution rooted in
comparative genomics, the tree of life comes across a statistical trend of coherent
gene evolution, one of the major patterns detectable in the genomic spacetime.
Thus, the genomic universe appears to be extremely dynamic, yet amenable to
quantitative analysis due to the existence of readily detectable, universal patterns.
Refined analysis of these patterns and the underlying evolutionary models should
allow us to better understand the evolution and ultimately the origin of the genomic
universe.
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Microevolutionary Processes
in Plant-Microbe Symbiosis

Igor A. Tikhonovich, Evgeny E. Andronov and Nikolai A. Provorov

Introduction

Considering the scientific heritage of Nikolai Vladimirovich Timofeev-Ressovsky,
we usually distinguish two main issues: the impact of radiation on heredity and
evolutionary patterns. He gave the following definition of microevolution: “…
microevolution can be defined as a process that affects relatively small spaces …
short periods, lower taxa; the intraspecific variability is mainly studied”
(Timofeev-Ressovsky 2009). Among the definitions of micro- and macroevolution
we would highlight the reversibility as the clearest distinction thereof. Once
established macroevolution is irreversible and cannot return to its original state.
Microevolution, at least some of its manifestations, such as changes in gene fre-
quencies in populations, can return to almost initial conditions. Of the two afore-
mentioned parts of the Timofeev-Ressovsky heritage, intensive experimental
research into the radiation resulted in the fundamental discoveries. However, the
second part of the heritage, namely the evolution, was much more difficult to study.
Under the laboratory conditions, changes in allele frequencies of genes can be
observed in populations, but in nature it is possible to find only evidences of the
accomplished process, such as increasing the frequency of dark-colored moths
around Manchester in response to the industrial pollution of the territory, leading to
the darkening of the tree trunks.

In this paper we shall try to show the systems in which the microevolutionary
processes can be directly observed and these processes are very important, since the
productivity of the modern agricultural landscapes has greatly depended on them.
These are the plant-microbe symbioses (MPS), whose significance for the modern
agricultural production can be explained by the fact that genes of greatest interest
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are those that rather control the resistance to environmental stresses than the pro-
ductivity of cultivated organisms. This idea is quite obvious to experts in modern
agriculture. According to the FAO CFS-HLPE report “Food security and climate
change” (FAO CFS-HLPE Report 2012) “Efficient adaptation will require access
(both physical and legal through appropriate intellectual property rules) to genetic
resources, both of existing crops, livestock and their wild relatives, as well as
varieties that may be used in the future. Crop genes encoding for drought and flood
tolerance should be identified and shared. Yield stability traits of species under
variable conditions are particularly important areas where more understanding and
research is needed”. To accept these challenges it is necessary to assess availability
of these genes for selection and to find out what is the general adaptive potential of
the eukaryotes.

In this respect we certainly admire the genius foreknowledge of
Timofeev-Ressovsky. Decades before the first genome sequencing projects he had
predicted the number of genes of higher organisms “… the number of genes cannot
be equal to hundreds and millions… thousands, tens of thousands—that is what you
need. … It seems that …the evolutionary progress relates not to the specialization
and to the specialized adaptation to the specified condition, as it seems to many
zoology and plant scientists, but just the opposite, morphophysiological differen-
tiation relates to the maximum of omnipotence, i.e. with the sufficient degree of the
absence of specific adaptations…” (Timofeev-Ressovsky 2009). Nowadays we
know almost exactly the extent of genetic information in possession of the various
kingdoms on our planet. Indeed, 20–30 thousands of genes comprise the entire
genetic information maintained in chromosomes of the majority of eukaryotes. As
for its diversity, it appears that genetic synteny does not have systematic limits and
the choice of the new options is even less. These limitations of higher eukaryotes
became especially apparent in the light of the recent achievements of metage-
nomics, basically dealing with prokaryotic diversity which operates several orders
of magnitude more genetic information than in eukaryotes.

Genetic Design of Plant-Microbe Symbiosises

One of the largest reservoirs of prokaryotic diversity (taxonomic and functional) is
the soil with its unimaginable genetic content. One gram of soil may harbor up to
several billions of living prokaryotes representing several dozen thousands species
with total DNA content reaching 1015–1016 bp. Functional binning of soil meta-
genomes demonstrates that the most of coding sequences represent “unknown”
proteins and two genomes belonging to the same species can differ in 10–40 % of
unique genetic material. Even a simple presentation of the metagenomic data is an
intractable problem demanding for fundamentally new solutions. One such attempt
presenting 13-dimensional sequence space for 16S rRNA gene of Bacteria is shown
on Fig. 1. (Pershina et al. 2014).
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This figure demonstrates not only existing diversity but the trends of its
expansion including “black holes” of used areas of the space, cyanobacterial
ejection and other cosmology-like phenomena. Beyond these taxonomic frames
there is a tremendous functional diversity capable to provide an adaptation with
much greater extent than in the case of eukaryotic genomes only.

Therefore, an obvious question should be raised: how this prokaryotic diversity
could became an element of the adaptive capacity of plants? Previously we for-
mulated the principle of complementarity in the adaptation development in plants
(Tikhonovich and Provorov 2009) which states that stable and limited by gene
content eukaryotic genome may be complemented with microbial metagenome
which is in its turn variable and unlimited with respect to the amount of genetic
information. In this way the PMS system can increase the ability for the adaptation
to environmental conditions. That is a field of “symbiogenetics” which is devoted to
the analysis of integrated genomes, i.e. two or more organisms united in symbiotic
associations. It is important to emphasize that it is not just a fact that plants are
living together with microorganisms, but there is a new entity “symbiogenome”,
where genes from different genomes concertedly control a feature missing from
both partners. Of course, these ideas have been stated much earlier in context of the
origin of the eukaryotic cell, where most of the organelles are apparently of sym-
biotic origin (Margulis and Bermudes 1985). An interesting question arises if there
still an area in nature for completely new symbioses or all these opportunities have
already been realized? Probably not. We believe that there is a plenty of factors in

Fig. 1 The evolutionary space of the 16S rRNA gene of Bacteria. Results of the multidimensional
scaling of a 16S rRNA database (more than 200,000 sequences) and 6 orthogonal sections through
the 13-dimensional space. Different colors represent basic bacterial phyla
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the soil metagenome to be integrated in the plant genome (in symbiotic manner)
providing highly essential environmental adaptations. Certainly,
Timofeev-Ressovsky understood the importance of interspecific interaction in
ecosystems. However he pointed out that their study would require completely new
approaches: “… in populations and especially in biogeocoenosis we are dealing
with, we face a damn bottomless pit of different factors… But even experimenting
with relatively simple biogeocenosis we inevitably face a multi-factor system,
which is hard to control. Frankly speaking, we almost never succeed in calculating
variants, a factor or a component… And mathematicians can do it using their
calculation models…” (Timofeev-Ressovsky 2009).

According to Timofeev-Ressovsky’s opinion, the key factor capable of inte-
gration must be determinative for maintaining system as a whole. The most con-
vincing example of such a factor is the symbiotic nitrogen fixation, which
determines the possibility of life and the existence of proteins. As a result of
nodulation in plant cells a temporary organelles “bacteroides” emerge (Fig. 2).

The ability to fix N2 gives enormous advantages to organisms, but only few
bacterial taxa have it. From the plant side only the Fabaceae (legume) family (with
some exception) developed symbiotic ability to use atmospheric nitrogen as almost
the only source of this element. Providing plants with ability to nitrogen fixation has
been one of the main goals of genetic engineering, which still has not been
implemented. Now there are many well-known useful features that microorganisms
could pass on to their owners, namely optimization of phosphorus nutrition, hor-
mone production, biocontrol effects, stress adaptation and others. We believe that
an ability to use the microflora potential, eliminates the contradiction between the
limited and unchangeable genetic information eukaryotes and the need to adapt to
different environmental conditions. Here we can quote Timofeev-Ressovsky again:

Fig. 2 Free living rhizobia and bateroides
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“.apparently evolutionary progress is associated … not so much with a major and
specialized adaptation to certain conditions, as it seems to many zoologists and
botanists, but on the contrary, it appears linked to morphophysiological differen-
tiation associated with high evolutionary omnipotence i.e. with a sufficient degree
of absence of special adaptations…” (Timofeev-Ressovsky 2009).

Studies of the genetic control of symbiosis show that plants follow this particular
way. They use only about 50 hosting genes, which allow considerable expanding of
their adaptive capacity, overcoming the limitations of their hosts’ own genetic
(chromosomal) information. In order to accomplish this task, microsymbionts
should have the required functions to be able to penetrate and to colonize plant
roots and other organs, survive in the soil during the time when the host is missing
or does not need a microbial partner. Therefore, the question arises whether these
microbes adapt to living in such different ecological niches as the soil and plant, and
do it fast enough to have time to enter into a symbiosis promptly and develop
effective symbiosis in a few days? Microevolutionary processes appear responsible
for the adaptive diversification of rhizobia could underlie this phenomenon. In
All-Russia Research Institute for Agricultural Microbiology (ARRIAM) we have
obtained enough evidence that the genetic characteristics of soil nodule bacteria are
quite different from those who live in the nodules (Fig. 3). These findings clearly
indicate that the process of fine adaptation of soil rhizobia to the particular plant
niche is driven by microevolutionary processes.

According to Timofeev-Ressovsky, there are four elementary evolutionary fac-
tors: mutation process, population waves, isolation and natural selection
(Timofeev-Ressovsky 2009; Timofeev-Ressovsky et al. 1977). Symbiogenetic
process is rather tightly controlled by the plant that at the first stage “defines” a need
for interaction and its volumes.

Mutations in the plant genes controlling hosting result in a symbiosis failure,
inefficient symbiosis or uncontrolled symbiosis when the plant produced ten times
more nodules than it needs (Fig. 4).

It has been shown that the “long distance” signalling (“decision” on the for-
mation of nodules made inside the plant leaf) is very similar to the regulatory
meristem in the CLAVATA system (Osipova et al. 2012). To harmonize the
nodulation process with the plant needs, signal peptides (CLE peptides) must
interact with the CLAVATA complex producing a return signal, allowing nodule
formation. The key to symbiosis development is a molecular signaling between
partners. As a result of the binding plant flavonoids with rhizobial protein NodD the
nod-operons of rhizobia are activated and so-called Nod factor is released to the
environment. This factor is perceived by the receptor systems of plants, the first of
which is a heterodimer of two receptor kinases, which is transmitting this signal
downstream to another hosting genes. We succeeded in isolating a few genes that
control the process of recognition in peas (Zhukov et al. 2008). The process of
fine-tuning plant and rhizobial signals is reciprocal. A good example of coordinated
adaptation of partners is the Afghan peas’ case found in one of the gene center of
Legumes by L.I. Govorov (1928) and Razumovskaya (1937). Analysis of the
symbiotic specificity in this case (Afghan peas do not produce nodules with
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Fig. 3 nodA soil and nodule libraries demonstrating difference in distribution of OTU between
soil and nodule population of rhizobia (Andronov et al. 2014) Vicia (Vic), Lathyrus (Lath) and
Trifolium (Trif)

Fig. 4 Plant symbiotic mutants
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rhizobial isolates specific for European peas) showed that this symbiotic phenotype
determined by genetic factors of both macro- and microsymbionts. Nodule bacteria
(Rhizobium leguminosarum bv. viciae) capable to inoculate Afghan peas possess
an additional gene nodX, modifying the decor of the Nod factor by acetylation. The
nature of the corresponding changes in the host receptor is not completely deci-
phered. However, V.A. Zhukov and his co-workers in ARRIAM proposed multi-
stage recognition, including, apparently, the Afghan peas’ previously unknown
gene LykX, narrowing specificity of the Afghan peas and conferring on them an
ability to distinguish Afghan rhizobia from European microsymbionts (Fig. 5).

When legumes moved to Europe, the need for such narrow specificity was lost as
not needed in the European soils with lower diversity of the nodule bacteria. Thus,
the corresponding receptor allele complex was eliminated from peas populations.
Mutational analysis has allowed describing almost all hosting genes of legumes
(Fig. 6). A total of only about 50 symbiotic regulatory genes were discovered in the
genome of legumes.

This is consistent with the Timofeev-Ressovsky opinion of progressive evolu-
tion (Timofeev-Ressovsky 2009). It is important to note that the same genes are
involved in the control of symbiosis with all three microbial partners: mycorrhizal
fungi, rhizosphere-associated and nodule bacteria.

The plant seems to keep limited information potential, maintaining only a nar-
row range of the host genes. Thus, we propose to consider the symbiosis as a model

Fig. 5 Gene-for-gene interaction in Rhizobial-legume symbiosis. Structure of NodRlv factors
required for nodulation of sym2A-carrying peas Modified scheme of Flor (1956)
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of micro-evolutionary processes that, according to Timofeev-Ressovsky, comprises
several factors. Let’s start with the genetic variation.

Mutation and Recombination Variation

For years, we have cooperated on the issue in question with our colleagues from the
University of Leiden, and, particularly, with Prof. B. Lugtenberg. He showed that
the mutation variability plays a major role in the settlement of rhizosphere niches
(De Weert et al. 2004). After several passages through sterile plant root several
bacterial mutants with enhanced ability to actively colonize the root surface were
isolated. It has been shown that this ability arose as a result of a transposon insertion
in reparation gene system of these bacteria. The importance of this system was
confirmed by artificial insertion of the transposon in a strain with low colonization
potential resulting in enhanced root-colonization ability. In this and other charac-
teristics, in particular the emergence of rifampicin resistant clones, mutant strains
were also superior to non-mutated strain.

The above effects are also clearly visible in the adaptation process to different
soil conditions. For example, one of ARRIAM studies has demonstrated that rhi-
zobia inhabiting salty marshes demonstrated very high frequency of IS-element
insertion in the bet-region of rhizobial genome involved in salt tolerance. It is

Fig. 6 Genetic dissection of root nodule morphogenesis. Plant symbiotic mutants
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interesting that this insertion located exactly in the promoter region and resulted in
enhanced expression of adjacent salt tolerance genes. Moreover, genomic
microarray comparative hybridization showed that there was sufficient difference in
the gene content between strains isolated in saline and normal soils (about 200
genes). We believe that such variability is also responsible for adaptive capacity of
the whole PMS sufficient for the survival of nodule bacteria in different soil niches.
However, other features crucial for symbiosis, have a very little impact on the
environmental adaptations, namely, signaling, nodule development, nitrogen fixa-
tion, etc. Nodule bacteria usually do not fix nitrogen out of the plant and, therefore,
the question arises as to how to ensure the creation of an effective system sup-
porting all the necessary genes?

Let’s consider the features of mutation process in the rhizosphere of the soil
bacteria. As reported by several research groups, the nodule bacteria are distin-
guished by a high mutation rate, which is several orders of magnitude greater than,
for example, in the case of E. coli. Earlier, a Russian scientist Nikolai Krasil’nikov
showed that the properties of nodule bacteria could change under the influence of
the plant (Krasil’nikov and Melkumova 1963). Although at that time this idea
seemed controversial and even suspicious, we now see that the mutation process
can be actually accelerated by an evolutionary driving force of plants in the
framework of the symbiosis resulting in an increase in genetic diversity among the
colonizers. Increasing diversity is achieved not only due to mutation. It is necessary
to take into account the recombination processes. Timofeev-Ressovsky did not
consider them important because recombinations in eukaryotes are not fixed in
further generations, whereas recombination in prokaryotes is stably inherited and
may be considered as a main contributor to increased diversity of nodule bacteria
populations. Rhizobial genome is distinguished by high plasticity, which is mostly
due to a large plasmid pool and different types of mobile elements including very
large ones, the so-called “genome island”, which very often can carry dozens and
hundreds of genes and gene systems involved in environmental adaptations.
At ARRIAM, Prof. B.V. Simarov and his colleagues showed that frequency of such
islands in rhizobial populations inhabiting different stress-affected niches, such as
saline soils, may indicate that acquisition of genome islands by recombination may
confer adaptive benefit to its hosts (Muntyan et al. 2016). Thus, even in the soil
without contact with plant, microevolutionary processes are actively employed by a
nodule bacteria population. Adaptation to different soil conditions appear useful to
all PMS, since stored in soil populations they ensure effective and sustainable
symbiosis under a broad range of environmental conditions.

Evolutionary Factors

Another issue is to address the evolutionary factors responsible for fixation of novel
genetic variants in populations which are also quite evident in symbiogenesis.
Intensive exchange of signals, which takes place at early stages of the plant-microbe
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interaction is obviously a manifestation of a rhizobial partner selected by the plant.
In response to flavones and flavonoids specific to the type of legumes, bacteria start
to produce Nod factors in very low concentrations, which activate the genetic
program in host plant, resulting in nodule formation giving a plant niche for rhi-
zobia. The plant selects putative symbionts with precision, since no more than ten
cells are requisite for sufficient inoculation. The whole amount and specificity of the
pool of signals between bacteria and plants are hard to imagine. However, it is clear
that signaling enables selection of not so much of bacteria with high fitness
potential for survival in the soil, but rather of the genotypes that ensure symbiosis
development. It is not a typical environmental adaptation, since the bacterial cells in
question should provide for increased opportunities of a microbial-based plant
adaptation for vegetation. Thus, there is an example of “kin selection” where the
group is a whole PMS increasing survival and forming symbiosis. Surprisingly, to
date there is no clear answer to the question how symbioses used for symbiotic
bacteria living in the soil do not get into the plant? For a few rhizobial cells selected
by the plant the transition to symbiotic state means a kind of altruism as bacterial
cells inside of plant nodule are irreversibly converted into bacteroides
(nitrogen-fixing temporary organelles) and inevitably die at the final stage of
symbiosis. Even cells that enter the intercellular plant spaces and escape transfor-
mation into bacteroides, cannot be viewed as candidates to enrich the soil popu-
lation due to the fact that passing through the plant appears unlikely for enhancing
the adaptation to the life in the soil. Nevertheless amount of soil rhizobia is always
higher after growing legume, which is difficult to explain. The hard specific
selection raises the question of genetic drift. Availability of signaling genes does
not guarantee that this strain contains the most effective alleles of other genes. For
instance, this is true for genes, providing the symbiotic nitrogen fixation. Mutations
that lead to a decrease in efficiency or strains unable to fix nitrogen are well known
in rhizobia. Nodule bacteria are unable to fix nitrogen in the free-living state, so
nitrogen fixation genes are not exposed to selection in the absence of plants. As a
result, rhizobia effective in nodulation but ineffective in nitrogen fixation can freely
enter the plant. Here, the selection operates separately in the nodules where two
strains differ greatly in their ability to fix nitrogen together. In addition, the plant is
able to limit a flow of energy sources to the ineffective nodules. Despite the
selection, spontaneously inoculated leguminous plants in wild populations differ
significantly in the effectiveness of the symbiotic relationship. Such PMS features
are of particular practical interest.

Ensuring a transition to biologically fixed nitrogen without adaptation and
productivity losses is possible when the PMS will function effectively, providing
the plant with a sufficient amount of nitrogen with minimal energy consumption. In
practice this is achieved by the use of preparations of nodule bacteria, which contain
strains selected for maximum productivity of PMS. However, these strains cannot
always successfully compete with soil aboriginal strains capable of actively colo-
nize the rhizosphere, but inferior to the commercial strains on productivity. Since
there is no hope that inoculant strains can occupy a dominant position in the soil,
inoculation must be done each year, with hope that eventually the soil rhizobia
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populations will be enriched by alleles ensuring more competitive and effective
symbiosis. Thus, dissection of the mechanisms of microevolution of bacteria is a
way to increase legume inoculation efficiency.

Forming symbiosis with rare variants of rhizobia indicates that some rare alleles
can get advantage caused by the pressure of selection, for example, signaling genes.
Efficiency factors, including ineffective alleles are subjected to genetic drift leading
to the increase of their frequency in the population. This situation is very similar to
the “population waves” reviewed by Timofeev-Ressovsky, who wrote that “pop-
ulation waves as an elementary factor of evolution are evolutionary material sup-
pliers… in the sense of increasing their concentrations to the sufficient limits … at
least for the selection process” (Timofeev-Ressovsky 2009). When considering a
symbiotic system we are unable to fully reconstruct all aspects of selection pressure
inside the plant, but it is clear that it plays a defining role. Products of the “good”
microevolutionary events are fixing in the populations. One of the most interesting
models is the plant genes involved in signaling. Such genes can be protein kinase
genes Nfr5 and Nfr1, which determine the production of the receptor heterodimer
percepting rhizobial Nod factor. The analysis of populations of several types of
legumes showed that there are many different allelic variants of these genes distinct
in synonymous and nonsynonymous substitutions in the genetic code. Molecular
modeling of interaction between plant receptors and Nod factor showed that
sometimes substitution of one amino acid results in a clear-cut effect on this
interaction (Fig. 7; Muntyan et al. 2012; Porozov et al. 2012).

Fig. 7 Nucleotide diversity in plant receptor gene Nfr5 and their effect on the nod-factor docking.
Nfr5 plant receptor domain structure (a), nucleotide phylogeny (b), nucleotide polymorphism (c),
molecular docking with rhizobial nod-factor
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Thus, microevolution of bacteria is probably accompanied by a slower process
of enriching legume populations with receptor gene alleles, ensuring more precise
and fine-tuned symbiotic interaction. As a result the identified strains of nodule
bacteria entering the plant, increasing in number and formation of a specific
structure of symbiotic bacterial population more adapted to the particular plant
population.

Finally, isolation as the third Timofeev-Ressovsky condition is met. The isola-
tion inside the plant provides independence from the soil bacteria population,
whereas inside the nodule strains have much more opportunities for recombination,
and the frequency of the recombination is much higher than that in free-living
relatives. However, these recombination processes affecting a very limited material,
as only a few rhizobia from the soil population can get into the nodule.

The process of PMS formation has all signs of microevolution both from the
micro- and macro-symbionts providing rapid adaptation of the partners to each
other and thereby secures the exclusion of nonspecific symbiotic and pathogenic
strains. The greatest interest in this regard is the launch of the mutation process at
the presymbiotic stage. Probably, there is a triggering mechanism to increase the
genetic diversity of microsymbionts in course of plant-microbe interaction. There is
a dangerous modern trend to link these processes with the “scientific” heritage of an
evil genius of Soviet science T. Lysenko, who thought that plant deliberately
changes (become “educated”) under the impacts of bacteria inhabiting its rhizo-
sphere to ensure the best fitness (Timofeev-Ressovsky 2009; Timofeev-Ressovsky
et al. 1977).

Unfortunately, the data had been used to deny the existence of genes, even
though actually the analysis of the genetic regulators allowed getting a real picture
of the symbiogenesis microevolution. It may only seem that this is the scientific
foresight of the notorious prosecutor of genetics, but in reality the purpose was to
discredit the problem, after which serious scientists could risk of being involved in
studies of this area. Timofeev-Ressovsky had been a prominent fighter against the
pseudoscience; his work does not leave a chance to supporters of heredity change
through “education”.

Conclusion

In this paper we argue that development of PMS, which involves penetration of
bacteria into the plant is accompanied by the switching on a genetic network that
determines the microevolution of bacterial populations within the plant. Modern
research gives a general outline of the genes operation in this process, which is
substantiated by deciphering the structure and function of major symbiotic factors.
The nature of symbiogenesis regulation is mostly negative: the number of infection
threads greatly exceeds primordia forming nodules, and of these, only a few percent
are converted into functioning nodules. The quantitative limits of symbiotic
apparatus are controlled in the systemic manner, which optimizes the process of
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nitrogen fixation in accordance with the needs in this element and yield. The plant
also imposes severe restrictions on the behavior of microsymbionts inside the root.
Bacteria multiply the amount of DNA by amplification and stop the cell dividing.
Up to 40 % of a bacteroid cell can consist of nitrogenase protein, cell greatly
increases in the size and acquires a characteristic shape, specific for the bacteroid.
We succeeded in isolating plant genes controlling the transformation of bacterial
cells into bacteroids. Surprisingly, there are probably only two, one of which—
Sym31 the most likely candidate of this type (Zhukov et al. 2008). Control of
microsymbionts may be regulated by the most important cellular processes such as
division. Little is known about specific mechanisms of this control, but they cer-
tainly would be very interesting for understanding the fate of the bacterial cells
inside the hosts. Bacteroides’ persistence is also strictly controlled by plant and
mutations with effect the «early senescence» are among most frequent alleles of
regulatory genes of symbiogenesis. In the course of symbiosis development, a
number of facts that further extend the Timofeev-Ressovsky theory of microevo-
lution can be found. By the way, he clearly understood the importance of studying
the evolutionary processes by using models of the interaction between living
organisms. Speaking of biocenoses, he emphasized that understanding how to
maintain consistency in the ecosystem is vital knowledge (Timofeev-Ressovsky
2009). At the same time, he realized that the biocenotic problems are multifactorial
in their nature, and that research into isolated factors is hardly possible. The current
knowledge of the nitrogen fixing symbiotic relationship allows us to infer a
reduction of these relationships to one factor only, i.e. the nitrogen fixation, which
is evident in the process of adaptation to symbiosis partners integrating their genetic
resources in a network and creating an integrated symbiogenome with a clear
biocenotic function.

Now it is clear that symbiogenesis is tightly linked with the processes of
macroevolution and speciation, but this relationship is much more complex than it
seemed previously. Also, we understand that in the evolution of symbiosis
recombination plays more important role than mutations as a source of functional
innovations (Provorov and Vorobyov 2010). Many parameters, details and features
of micro- and macro-evolution, action of different types of selection can be simu-
lated in computer experiments (Provorov et al. 2012). However, the importance of
scientific heritage of Timofeev-Ressovsky is invaluable. The evolutionary concepts
developed by him significantly contribute to modern understanding of causes and
mechanisms of natural history.
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The Animal Domestication Experiment
as a Model of the Evolutionary Process:
A New Insight into Evolution Under
Selection Targeting Regulatory Systems

Ludmila N. Trut, Yury E. Herbek, Oleg V. Trapezov,
Sergey A. Lashin, Yury G. Matushkin, Arcady L. Markel
and Nikolay A. Kolchanov

How do biological systems evolve in time? A century ago there
lived Crocodile No. 17, now there lives Crocodile No. 187, who
is quite a different crocodile, so what have we got? We’ve got
some “crocodilery”, but what is that? …. a type of original
control systems… this is fundamental to the modern concept
that is absolutely required for a correct, efficient and fast-paced
development of biology in the near future.

N.W. Timofeeff-Ressovsky (“Genetics, evolution, significance
of methodology in natural sciences”).

Introduction

Plant and animal domestication started out about 11–15 thousand years ago and in
fact marked a transition from hunting and gathering to a new period of human
evolution, the modern civilization. The development of the modern society pro-
ceeded side by side with the emergence and inclusion of domesticated animals and
plants in human work activity and civil life, and the importance of these processes
for human welfare is still as great. At the same time, the genetic mechanisms of
domestication remain to be poorly studied. Pondering the matter of animal and
plant domestication, Charles Darwin assumed that domestication is a result of
selection, which can be seen as a model of evolution (Darwin 1883). It is therefore
no wonder that the reconstruction and study of the history of domestic animals and
plants may represent quite an efficient tool for studying the main factors and
mechanisms of the evolutionary process. These considerations made Dmitry
Konstantinovich Belyaev (Fig. 1) conceive and initiate in the 1950s a daunting
experiment on the domestication of farmed silver foxes (Vulpes vulpes) (Belyaev
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1972)—“one of the century’s most intriguing systematic investigation of the nature
of evolutionary processes”, as American biologists Coppinger and Feinstein (1991)
put it. Similar studies were later begun with other objects, the American mink
(Mustela vison) and the gray rat (Rattus norvegicus) (Belyaev and Borodin 1982;
Plyusnina and Oskina 1997). Selection was performed in the opposite direction, for
the preservation of the “wild” behavior. That resulted in the populations of foxes,
minks and gray rats with markedly aggressive behavior. These works are still
ongoing (Trut et al. 2009).

Performed on different animal species, selective breeding experiments allowed
Belyaev and his co-workers to identify and state some of the common patterns of
the evolutionary process that runs under strong selection acting to induce and fix the
so-called domesticated type of behavior. The important result was the creation and
development by Belyaev of the concept of a destabilizing function of selection for
domestic behavior, the feature that marks the function of the main neuroendocrine
regulatory systems, and about the role of stress responses in the evolutionary
process (Markel and Borodin 1981; Belyaev and Borodin 1982).

Fig. 1 Director of the Institute of Cytology and Genetics of the Siberian Branch of the USSR
Academy of Sciences (1959–1985), Full Member of the USSR Academy of Sciences Dmitry
Belyaev in the company of domesticated foxes. A photo from the ICG archives

456 L.N. Trut et al.



The Fox (Vulpes Vulpes)

Quite the unique result of Belyaev’s experiment performed on the silver fox was
that the domestication process had been put into as few as dozens of years and the
wild foxes bred on commercial farms turned to pets, very similar to dogs in
behavior and attitudes towards humans. The fact that foxes and dogs are in the same
family (Canidae) made it possible to draw parallels between the dog, whose
domestication began about 15 thousand years ago, and the fox, who it took only
50 years to turn into a true pet. These parallels are impossible to overlook, for they
appear as well-seen morphological traits such as depigmentation areas, floppy ears,
the curly tail, facial bone abnormalities, skeletal limb abnormalities, to mention a
few (Trut 2001; Trut et al. 2004) (Fig. 2). Yet by far the most impressive changes
are those in the behavior of the domesticated foxes.

Their behavior becomes truly dog-like (Belyaev et al. 1985; Kukekova et al.
2008) (Fig. 3). The foxes seek to be human-friendly, they develop many more
social (including vocal) cues that promote that kind of communication (Gogoleva
et al. 2010).

It can therefore be stated that there is an emerging new social structure that put
together foxes and humans (Kukekova et al. 2006). In other words, it is crystal clear
that major transformations have over an evolutionarily short period of time occurred
and been genetically fixed in the population of domesticated foxes, these trans-
formations applying to all the characteristics of these foxes’ morphofunctional and
behavioral organization (Figs. 4 and 5).

The rates at which these evolutionary changes occur are very difficult to explain
by the general notions of the mechanisms underlying biological evolution. That
made Belyaev to put forward a new concept, according to which selection becomes
destabilizing, when it acts to change the functions of the main systemic regulators.
That kind of selection was acting on the foxes under domestication. As is known,
the foxes were under selection for the behavior (Trut 1988). However, that was not
a primitive behavioral act like a simple reflex. That was a set of behavioral reactions
that characterize the wild animals’ attitude towards humans. This attitude has been
in the making for millions of years of evolution and finally appears as a fixed set of
cowardly and aggressive responses (Trut 1999). The aim of selection for domes-
tication is to transform this solid emotional and behavioral set of responses in such a
manner that humans stop being seen by the animal as enemies and turn into friends
and even form part of a new zoosocial structure, which would otherwise have not
been so comfortable for the animal (nor would it for man, afterwards). This
transformation leads to changes in the functions of practically all systems in the
organism. Having to withstand these harsh demands for animal domesticated
generations it should be stressful. According to Belyaev, stress acts as one of the
main mechanisms that implement the destabilizing function of selection for
domesticated behavior (Belyaev and Borodin 1982; Markel and Borodin 1980;
Markel and Trut 2011). This function induces high population variability. As has
been pointed out, this variability applies to the most diverse traits: behavioral,
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morphological, physiological (including those that should have been securely sta-
bilized by natural selection, such as seasonal breeding), hormonal (including the
function of the hypothalamic–pituitary–adrenal axis, which is the central regulator
of stress responses) and the ontogenetic processes of maturation of functional
systems (Belyaev et al. 1985). Rearrangements in the central neuromediating
mechanisms of the brain, this integral regulatory center, appear to have a special
role (Popova and Kulikov 1997; Trut et al. 2000). Belyaev wrote: “Explanations for
the roots, rates and type of the variability that we observe should most probably be

Fig. 2 Phenotypic parallelism between dogs and domesticated foxes
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Fig. 3 The behavior of foxes selected from commercially farmed populations as the founders for a
selective breeding experiment: a a non-aggressive response towards humans; b an enhanced
human-friendly response in first-generation foxes under selection for domestication

Fig. 4 Various emotionally positive responses towards humans become apparent as early as in the
fourth-generation foxes under selection. a Pups are happy to see a human at the their youngest age;
b “tame” foxes will remain human-friendly throughout all of their lives; c the behavior of
“domestication elite” foxes resembles that of pet dogs
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looked for in the specific features of the functional system that is directly acted on
by selection and the status of which serves as the main criterion for animal selection
at the earliest stages of their domestication” (Belyaev 1979). Here, the primary
target of selection is the neuroendocrine system, which is involved in the regulation
of both behavior and many other functions and systems of the organism.

Belyaev (1979) hypothesized that it was nothing else but selection acting, in
stressful conditions, on the main neurohormonal developmental pathways that
induced as much variability as is observed under domestication. It is possible that
stress and the associated destabilization of homeostasis represent an important
mechanism of mobilization of hidden genetic variability (Belyaev et al. 1981).
Additionally, mutation frequency and recombination probability can increase under
stress (Belyaev and Borodin 1982). Evidence for a special role of stress in the
development of an epigenotype can be found in literature (Nestler 2012). It can
therefore be hypothesized that the intensification of the processes underlying epi-
genetic regulation of the functions of any and all genes under stress induced by
domestication could be the main mechanism of rapid phenotypic transformations in
animals under domestication. This could explain the extremely high rates at which
the observed changes occurred and which cannot be accounted for by any muta-
tional process, because such processes are slow.

In fact, the function of destabilizing selection is to mobilize genetic variability,
which destabilizes ontogenesis and destroys previously correlated associations. As
a result of intensive selection, a new harmony in the form of the two-component
system “human—domesticated animal” emerges from the mess (Fig. 6).

Belyaev’s idea about destabilizing selection and the role of stress in it is, beyond
doubt, novel and important for understanding the evolutionary process, when it runs
in unusual, harsh conditions. Needless to say, his idea was not something that came
out of the blue, for certain prerequisites can be found in the works of evolutionist
biologists, molecular biologists and endocrinologists.

It was many decades ago that the capability of organisms to become, when in
unusual conditions, especially plastic came to Darwin’s notice. He wrote: “There

Fig. 5 a A domesticated fox in an experimenter’s hands displays extreme friendliness, trying to
lick the human’s face. b Tame foxes rivaling for human attention, trying to roar each other away
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can, however, be no doubt that changed conditions induce an almost indefinite
amount of fluctuating variability, by which the whole organization is rendered in
some degree plastic” (Darwin 1927). The same mobilization of indefinite variability
in unusual (that is, stressful) conditions was pointed out by Schmalhausen (1987).
On the other hand, it is now well known that one of the main ways in which the
effects of stress and hormones mobilized under stress operate is through regulation
of genetic activity.

One of the main conclusions that can be made at this point is that stress—the
commonest molecular-genetic and neuroendocrine phenomenon for all organisms
faced with unusual environmental factors—can be an important factor of evolution.
It appears as though any major evolutionary innovation comes to the scene when
stress and destabilization are factors, for an all-new organization cannot be expected
until the previous forms and functions have undergone considerable disintegration.

Belyaev exemplified the evolution of neuroendocrine mechanisms with that
stage in primate evolution when human ancestors began to appear (Belyaev 1982).

Fig. 6 The meiotic linkage map of fox chromosome 12 (Vvu12 on the left hand side) aligned
against the nucleotide sequences of homologous dog chromosomes (Cfa11, Cfa35 and Cfa5 on the
right hand side)
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It is the involvement of the neuroendocrine system in selection that may have
strongly destabilized the most important correlation, which resulted in many weird
and, most probably, dead-end evolutionary paths (Calow 1983). Admittedly, one of
the experiments set up by Nature itself ended up leading the way to Homo sapiens.
Furthermore, hominid brain growth may well have been one of the main reasons for
the intensification of hominid evolution (Wilson 1985). This is consistent with the
modern notions of self-domestication (Hare et al. 2012), which see migration to a
new ecological and social niche with sponsorship from a well-developed nervous
system as the most important factor of anthropogenesis.

The map and data are borrowed from Kukekova et al. (2011). At the center: the
gray segment delimits fox QTLs; the black segment delimits the region homologous
to the CFA 5 locus and relevant to the evolutionary transition from wolf to dog.

The Brown Rat (Rattus Norvegicus)

Selective breeding experiments performed on brown rats captured in the wild, too,
exemplified the possibilities of the rapid domestication of quite a wicked kind of
animal under intensive selection for non-aggressive behavior towards humans.

The brown rat (Rattus norvegicus) has a notorious reputation for being a dan-
gerous, filthy and aggressive thing, pestering us humans wherever we are
(Robinson 1965). On the other hand, brown rats are the founders of a large number
of colonies and varieties of the so-called laboratory or tame (domesticated) rats,
who have become as popular objects of the most diverse scientific research as
laboratory mice and are even known to be kept as pets (Hedrich 2000). This is
indicative of an extreme plasticity of the species Rattus norvegicus, of its capability
to change significantly under natural and artificial selection and to be rapidly
domesticated (Zeder 2012). The brown rat is seen by some authors as one of the
most suitable species for studying the genetic and physiological mechanisms of
domestication (Boice 1972). In the 1980s, this artificial reproduction of the spon-
taneous domestication of the wild brown rat, which dates back to 100 years ago,
was initiated by Belyaev’s suggestion at the Institute of Cytology and Genetics of
the Siberian Branch of the former Academy of Sciences (Novosibirsk, Russia), first
by Pavel Borodin (Belyaev and Borodin 1985) and later on by Irina Plyusnina and
her associates (Plyusnina and Oskina 1997), with the aim to study the genetic
mechanisms of domestication. Importantly, the rats captured in the wild were under
selection in two opposite directions: some for the preservation and even enhance-
ment of aggression towards humans and the others for the elimination of fear and
aggressive responses towards humans. As a result, now there are two brown rat
populations in the Animal Facility of the Institute of Cytology and Genetics: one
aggressive and one tame (domesticated). Following selective pressure placed on the
animals in two opposite directions for dozens of generations, differences in be-
havior towards humans between the aggressive and the tame rats have become
genetically fixed and phenotypically clear: the aggressive rats cannot be handled
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safely unless your hands are protected by heavy duty gloves, while the tame rats are
as easy to handle as laboratory Wistar rats. These behavioral nuances have been
described in many publications and these two lines of behaviorally contrasting rat
have been brought to the focus of many works on the study of the genetic and
physiological mechanisms of aggression and domestication (see Konoshenko
(2012) for plenty of literature) (Fig. 7).

The most important conclusion made is one about a similarity in the changes that
occurred under domestication between the wild brown rats and the domesticated
foxes. These are, first of all, multiple changes in coat color (the occurrence of
depigmentation areas and changes in hair pigments) (Gulevich et al. 2010). The
authors point out that depigmentation areas occur more frequently in brown rats
with high scores of domesticated behavior. As in the foxes under domestication,
multiple changes in the functions of the neuroendocrine systems (the
pituitary-adrenal one in the first place) are observed to occur in the brown rats under
domestication (Shikhevich et al. 2003), of which the reactivity is reduced not only
in response to emotiogenic stimuli, but also in response to stimuli that alert the
immune system. The authors associate the changes in the peripheral neuroendocrine
systems with rearrangements in the central regulatory mechanisms, in particular,
changes in the function of the brain serotonin system. In the domesticated rats, the
density of some subtypes of serotonin receptors in the brain’s parts is somewhat
increased and the expression of the serotonin transporter gene is changed
(Naumenko et al. 2009). Interestingly, in response to stress, the brain expression of
the immediate early gene c-Fos in reduced only in the hypothalamus, which is
immediately involved in the regulation of many neuroendocrine responses
(Konoshenko 2012). Thus, the involvement of the stress response system in
exposure of large amounts of variability at once is as well documented in the brown
rats under domestication as in the domesticated foxes. To summarize this Section,
cross-fostering experiments demonstrated that little do the changes observed in the
progeny depend on ways in their aggressive or tame mothers’ behavior; rather,
these changes are largely due to selection, which acts to induce domesticated
behavior (Plyusnina et al. 2009).

Fig. 7 Domesticated and aggressive brown rats (Rattus norvegicus)
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The American Mink (Mustela Vison)

Because Belyaev had a great interest in the effects that selection for domesticated
behavior might produce on animals in different taxonomic groups, he initiated a
selective breeding experiment on the American mink (Mustela vison) bread on the
Experimental Farm of the Institute of Cytology and Genetics, with the aim to
induce and fix non-aggressive and aggressive behavior towards humans (Trapezov
and Belyaev 1986; Trapezov et al. 2009).

The results of selection for behavior for 18 generations are shown in Fig. 8.
These results demonstrate the efficiency of that selection first of all. As can be seen
from Fig. 8, the course of selection in two opposite directions is different. The main
effect of selection for aggression becomes observable over the first two generations,
with little variation in the mean afterwards. Selection for domesticated behavior is
not that easy: the curve is saw-toothed in shape.

Additionally, in contrast to the animals under selection for aggression, those
under domestication had throughout 15 generations under selection sex-dimorphic
tame behavior [males were tamer than females on average (p < 0.001)]. What is
even more important, the value of the phenotypic variance of the trait under
selection, behavior, was 10 times as high in the population under domestication as
in the population under selection for aggression.

The effort resulted in two mink populations with different defense responses to
humans. A rapid divergence of the populations under selection suggests that the
presence of aggressive responses in the original mink population was likely to be
controlled by a small number of loci with a strong additive effect.

A complex pattern of change of the mean and phenotypic variance of the trait
was demonstrated. The phenotypic variance is higher under selection for domes-
ticated behavior than under selection for aggression.

One of the first correlated responses in the American minks under selection for
domesticated behavior was, as in many other animals domesticated previously,
increase in depigmentation (white spots) (Trapezov 2002). By contrast, the corre-
lated response under selection for aggression was epidermal and hair hyperpig-
mentation (Fig. 9). As was demonstrated by molecular-genetic analysis, the
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hyperpigmented animals have large duplications of genomic regions with various
genes in them. One of them produces the neuropeptide neurotensin, which has
relevance to aggressive behavior. It can be hypothesized that aggressive behavior
can be enhanced in animals that possess additional copies of this gene.
Additionally, this duplication contains the KITLG gene implicated in pigmentation,
which may account for hyperpigmentation in aggressive animals.

Individuals with color phases never seen in the original population were
observed to occur in the group under domestication at a frequency of 10−3.
A hybridological analysis of these phenotypic innovations demonstrated that they
are semidominant (Figs. 10 and 11).

Selection for behavior was accompanied not only by the emergence of new color
phases, but also by morphological aberrations. Minks with helically curled tails (in
full analogy with foxes) were observed to occur (Fig. 12). The genetic control of
that trait is complex and has yet to be studied.

It can be concluded that color and morphological innovations emerge due to
selection for domestication. Not a single case of the color aberrations as described
above has been recorded in the control population, which was under no special
selection for behavior.

The experimental material lets us know that the genes acted upon by selection
for domesticated behavior possess a function that influences developmental rates.
The experiment on the selection-driven transformation of behavior in American
minks in two opposite directions—towards aggression and towards domestication
—demonstrated that eye-opening was an early event in the former case and belated
in the latter. The difference in eye-opening between young aggressive and tame
minks is 4.1 days (p < 0.001). The prolonged maintenance of this juvenile feature
during early postnatal ontogenesis in the minks under domestication should be

Fig. 9 Changes in pigmentation during the selection—driven transformation of behavior in
minks: a a control animal, which was under no special selection for behavior; b black-and-white
minks following selection for tame behavior have well-observed domestication markers;
c epidermal and hair hyper pigmentation in the minks under selection for aggressive behavior
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regarded as a case of neoteny. A similar prolongation of the period of primary
socialization was observed in the foxes under domestication.

Effects of Negative Feedback Loops on Evolution Under
Stabilizing and Destabilizing Selection

As was shown above, destabilizing selection was experimentally demonstrated by
Belyaev’s followers during domestication in foxes and mustelids (Trapezov 2008).
Once the results were obtained, the question arose: What makes the phenotype
under destabilizing selection (domestication) change so rapidly? Either new
mutations that occur and are fixed due to a well-targeted selection or mutations that
already exist in the genotypes and do not affect fitness, that is, are neutral.

Fig. 10 The depigmentation pattern in a new coat color form, Silvery (SX/SX), is a monogenic trait

Fig. 11 A new coat color form, BlackCrystal(CR/+), is a monogenic autosomal trait

Fig. 12 a Helically curled tail; b normal tail
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We checked both assumptions using the theoretical and computational models of
the function and evolution of gene regulatory networks. These models initially
considered in (Kolchanov and Shindyalov 1991) were later reproduced on the
modern simulation framework Diploid Evolutionary Constructor (DEC, Lashin and
Matushkin 2013).

Models of regulatory circuits with negative feedback loops in gene regulatory
networks at different hierarchical levels of their organization were considered. Our
assumptions were that, first, any mutation would remain neutral for as long as it
does not affect regulation in the gene regulatory network and, secondly, once the
regulatory circuit is lost, all the available mutations would be tested as batches of
randomly selected ensembles.

The stronger the negative feedback (NF) is, the narrower is the norm of reaction;
therefore, the stabilizing selection should favor the taxa that have NF. Under dis-
ruptive or directional selection, the situation is opposite: an advantage is given to
the taxa that do not have NF, the loss of which would lead to exposure of all the
mutations that have ever been rendered neutral (a hypermanifestation of variability).

How do regulatory systems emerge and grow in complexity during evolution?
Consider the simplest negative feedback (NF)circuit regulating protein concentra-
tion. Any departure of protein concentration from the norm is detected and com-
pensated for by the regulatory component of NF through changing the rates of
protein biosynthesis (the effector component of NF). Individuals breed in accor-
dance with their fitness, which depends on protein concentration, X, as

W Xð Þ ¼ 1ffiffiffiffiffiffi
2p

p e
�1

2
X�X0
rX

� �2

where X0 is the constant protein concentration, optimum for the given environ-
mental conditions, rx is the variance of the allowable concentrations.

The circuit does not care a bit for the nature of the factors that lead to aberra-
tions; NF minimizes the phenotypic manifestation of mutations, renders them
neutral, and so takes them out from under selection. It was theoretically demon-
strated that the stronger is NF, the stronger is the effect of NNMs being neutral and
the lower phenotypic variability in the population (Fig. 13). Stabilizing selection
favors taxa that possess NF by fixing largely high-level NF, and, consequently,
increases the hierarchical complexity of the regulatory system. Mutations that
evolve as neutral accumulate at lower tiers (Kolchanov and Shindyalov 1991).

In that work, the evolution of a population of individuals with negative feedback
was modeled. Under stable environmental conditions, variability was well hidden
and the individuals that had strong negative feedback won (Fig. 14). The result is
consistent with Schmalhausen’s theory of stabilizing selection. In normal condi-
tions, the norm of reaction is narrow, for variability should be hidden or rendered
neutral, lest the adaptive phenotype be lost.

In the presence of feedback, mutations affecting the internal processes of
the system are rendered neutral and, therefore, no phenotypic variant that can
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adapt to new environmental conditions X1 (others than X0) is in existence
(Figs. 13a and 14).

By contrast, under directional selection, regulatory circuits became easier to lose
(and some occasionally were lost), which led to a case of hypermanifestation, a
blasting exposure of hidden genetic variability (Fig. 13b).

In the absence of feedback, mutations affecting the internal processes of the
system have phenotypic effects and thus increase the probability of occurrence of
organisms capable to adapt to new environmental conditions, X1 (others than X0,
Fig. 15).

Fig. 13 Qualitative influence of the negative feedback on the variation range of a trait X (relative
to the normal value X0) in a population. a In the presence of feedback, mutations affecting the
internal processes of the system are neutralized at phenotypic level, and so they do not affect
fitness in constant environmental conditions. b In the absence of feedback, neutralization effect is
weakened, and mutations affecting the internal processes of the system have phenotypic effects and
reduce fitness in constant environment conditions

Fig. 14 Competition between individuals with negative feedback (N−) and without it (N0) under
stabilizing selection, simulation results. The population size is invariable. Initially, 50 % of
individuals possess a negative-feedback circuit and 50 %, do not. On the x-axis: the number of
generations. On the y-axis: the number of individuals
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The effects described above were tested with a series of models developed and
analyzed using the Haploid Evolutionary Constructor (HEC, Lashin et al. 2014)
software package. A community of two bacterial populations, P1 (having feedback)
and P2 (not having feedback), was considered. The original populations were
generated so that they had high genetic diversity. Scenarios with constant and
changing environmental conditions were considered (Kolchanov and Shindyalov
1991).

It was demonstrated that biodiversity in the population that has feedback is
preserved for longer, which can, in changing environmental conditions, become an
important factor, which keeps hidden variability secured until environmental con-
ditions change (Fig. 16).

The phenotypic effect of now neutral mutations (NNMs) is just compensated for
by NF. Another class of mutations with compensated effects—conditionally neutral
mutation—is represented by double mutations, which compensate for each other’s
phenotypic effect (Aleshin and Petrov 2003). Mutations as these are little likely to
occur at once; however, even a single deleterious mutation increases the probability
of fixation of the mutation that compensates for it (Afonnikov and Kolchanov 2001;
Afonnikov et al. 2001). Unlike conditionally neutral mutations, NNMs are not
double mutations, their phenotypic neutrality does not depend on particular
molecular mechanisms, nor do NNMs influence the probability of fixation of the
mutations that increase the power of the NF circuit which renders them neutral.

If the NF circuit becomes powerful enough, some NNMs are given to selection.
This can happen due to changes in environmental conditions and/or mutation load
in the regulatory circuit. Suppose a set of related taxa that have long been under
stabilizing selection in different ecological niches possess NF regulatory circuits
inherited from their common ancestor. The NNM load accumulated by these taxa
will be equal between the ecological niches. While the power of the circuit is high
enough, NNMs do not reveal themselves, and the taxa are evolutionarily stable. As
the load approaches the “saturation point”, these taxa awake from stasis: NNMs are
supposed to occur at the weakest environmental fluctuations. Should these

Fig. 15 Competition between individuals with negative feedback (n−) and without it (n0) under
directional selection, simulation results. The population size is invariable. At each modeling stage,
optimum protein concentration, X0, changes by the value of DX; Xi+1=Xi + DX. Initially, 50 % of
individuals have a circuit with negative feedback and 50 %, do not. On the x-axis: the number of
generations. On the y-axis: the number of individuals
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fluctuations be different in different niches, different will be the evolutionary out-
comes for the taxa. If worst come to worst, they will die out all at once. That is,
long-continued selection in ecosystems with low taxonomic diversity may end up in
a crisis and the extinction of closely related dominant taxa.

Under disruptive or directional selection, the situation is opposite: an advantage
is given to taxa without NF (Kolchanov and Shindyalov 1991). The taxa that have
lost NF will, in a blast-like manner, expose all the accumulated NNMs (this is a
case of hypermanifestation of variability) and a cohort of young taxa may emerge
(Kolchanov 2003). As a matter of fact, not all these mutations can be adaptive in the
new conditions, and so the burst will be followed by the extinction of new taxa, the
intensity of this extinction abating over time. The taxa that have avoided extinction
will enter stasis. That was what paleontologists observed with cohorts of
Phanerozoic marine taxa (Markov 2000).

Thus, stabilizing selection and directional/disruptive selection have opposite
effects on the regulatory systems of the organism, which results in the so-called
“evolutionary swing” (Fig. 17). Under stabilizing selection, NF occurs and

Fig. 16 a On the x-axis: the number of generations. Designations (a3, …, a10) stand for the
metabolic activity of separate alleles (from 3 to 10 conditional units). In the populations without
NF, alleles are eliminated much more rapidly (numerical simulations performed with the HEC
software). b On the x-axis: the number of generations. Designations (a3, …, a10) stand for the
metabolic activity of separate alleles (from 3 to 10 conditional units). In the populations with NF,
alleles are eliminated much more slowly (numerical simulations performed with the HEC
software)
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becomes stronger, while under directional selection, some NF loops become weaker
or are lost (Kolchanov 2003). Mutations, which could be as diverse as deleterious,
neutral, inadaptive and adaptive, should, during stasis, be fixed in the genomes of
the taxa as neutral. Once a new ecological niche is colonized (or the current niche is
modified), the NF circuit is lost and a trait is hypemanifested, after which taxa with
deleterious mutations rapidly become extinct and taxa with inadaptive mutations
either gradually die out or are forced away to other ecological niches. If this is as it
seems to be, then the fixation of all mutations that are adaptive in the new niche
should accomplished rapidly, within the periods of colonization (formation) of new
ecological niches, which is confirmed by experiments by Elena and Lenski (2003).

NF regulatory circuits are a common occurrence anywhere. They are found at all
levels of life’s organization, from molecular-genetic entities to ecosystems.
Therefore, the evolutionary swing should be observed to operate in ecosystems. The
succession of coherent and non-coherent evolution (Krasilov 1986), which is
marked by the extinction of dominant species (an analog to the loss of the
highest-level regulatory circuit) and the rise of subdominant taxa (an analog to
now-neutral mutations), appears to be an analog to the evolutionary swing in
ecosystems.

The evolution of a physiological or a morphological system possessing a reg-
ulatory circuit should proceed unevenly: waiting too long for the hyperresponse
gene to mutate amounts to being in stasis. During stasis, now-neutral mutations
accumulate in neutral (actually, now-neutral) genes. A comparison of the chim-
panzee and human genomes demonstrated that the evolution of a large number of

Fig. 17 The evolutionary swing: the alteration between stabilizing and directional selection
(Gunbin et al. 2007)
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genes is better explained by the weakening of stabilizing selection than by strong
positive selection.

Mutation affecting the hyperresponse gene makes feedback easier to lose and
puts an end to stasis. When a certain trait is hypermanifested, all the available
mutations are rapidly tested by selection as random batches. We propose that this
type of selection be termed “adaptive optimization” to differentiate it from classic
directional selection, under which mutations are tested immediately after they
emerge (Fig. 18).

Suppose a gene regulatory network (GRN) can, during evolution, undergo
rearrangements only at a particular rate (the rate of the evolutionary response, RER)
set by its structure, the nature of the central regulator (monomers or multimers) and
the general characteristics (mean mutation frequency, rates of succession of gen-
erations, cost of selection). The evolutionary swing will be observed to operate, if
the RER is higher than the rate of change from stabilizing to directional selection. If
the RER falls behind, mutations will not have enough time to be fixed. Then, the
species will be better off widening the norm of reaction, for there is a chance some
individuals will, for whatever reasons, have the traits exactly as necessary at that
particular point. The norm of reaction can be widened (1) by increasing the scope of
modification variability, (2) by splitting a large GRN into a few smaller ones, (3) by
introducing, in the GRN, positive feedback, to enhance weak stochastic fluctuations
in ontogenetic regulation, or (4) by creating a GRN for stress response.

Phenotypically, the GRN organization appears as correlated traits, correlation
pleiades and radicals (Vavilov 1967). During evolution, correlation pleiades begin
to form, their common factor of selection begins to act on formerly independent

Fig. 18 “Adaptive optimization” as contrast to classic directional selection (Gunbin et al. 2007)
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traits (Berg 1993). During coevolution, the stabilizing selection will support the
replacement of a functional associations with a genetically fixed one (Schmalhausen
1987), that is, will create a GRN. Growing more and more sustainable under
stabilizing selection, this GRN can, due to random translocations of transcription
factor binding sites, “entice” genes from less sustainable GRNs. If ontogenesis
becomes less affectable by the environment, the stabilizing selection would support
this process, and the series of traits would begin to work towards independence
from the environment (Schmalhausen 1987). Now, if the environmental settings
change, the species would not be able to rapidly change its ontogenesis, for the rate
of the evolutionary response would decrease and the species would either become
extinct—for failure to adapt—or find an adaptive trade-off between the environ-
mental demands and the series’ morphology or create its own morphology-driven
vector of evolution by initiating the phylocenogenetic processes of formation of its
own ecosystem (Zherikhin 1997). Later on, it would be ecosystemic associations
that would provide for the stability of the environment [a biocenotic environment
(Razumovsky 1981)], allowing the species to exist in conditions adapted to the
pleiades of its phenotype. Thus, something of a relay race of the vectors of stabi-
lizing selection can take place in biogeocenotic evolution: originally shaped in the
ecosystem as a sustainable combination of environmental factors, stabilizing
selection forms a set of GRNs that is to become its factor.

Conclusion

Looking at the data obtained from this long and extensive experiment on the
domestication of three species of wild animals—fox, mink and brown rat—the
following conclusions can be made:

1. The key element in the domestication process is the intensive selection of
animals for human-tolerant behavior. When the level of domestication is high
enough, the animals and humans form a social structure, with internal associ-
ations and a bridge language. The transformation of the behavior of the wild
animal under domestication is critical.

2. Intensive selection for behavior during the domestication of the wild animal
leads to considerable rearrangements of the most basic nervous pathways fixed
in the instincts. This involvement of the central regulatory systems in selection
explains the specific character of evolutionary transformations that go along
with domestication.

3. The main feature of the evolutionary process that leads to animal domestication
at first stages in a burst-like exposure of variation in the population under
domestication. Noteworthy, this variation often appears to be non-stochastic,
which suggests that it has always been there, albeit in a hidden form, and has,
under selection for the central mechanisms of homeostatic regulation, eventually
“gone phenotypic”, as Belyaev put it. Disruptions of homeostatic regulations
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during domestication occur physiologically, genomically, and in the regulation
of morphogenetic processes during ontogenesis. These considerations promoted
Dmitry Belyaev to single out the kind of selection that accompanies domesti-
cation into a category of its own, which was termed “destabilizing selection”.

4. The most important component and mechanism of destabilizing selection is
stress response, which serves as a factor of mobilization of hidden genetic
variability and its induction by exerting influence on various genetic processes
such as mutagenesis, recombination, mobilization of mobile genetic elements
(“genome stress”, as MacClintock put it) and others.

5. A special place in the emergence of rapid evolutionary transformations during
domestication should probably be given to heritable epigenetic regulations. The
study of this mechanism of genetic variability is now widely considered as being
of critical importance. Stress, too, can act as the main mechanism that triggers
on epigenetic regulations of genome function.

6. Under stabilizing selection (constant environmental conditions), negative feed-
back becomes more difficult to lose and mutational variability is rendered
neutral.

7. Under directional selection (a monotonous one-way change in environmental
conditions), negative feedback becomes easier to lose and hidden mutational
variability becomes exposed.

8. The loss of regulatory circuits with negative feedback loops is followed by
exposure of hidden genotypic variability and by the occurrence of individuals
with major phenotypic aberrations. We suggest this type of selection be called
“adaptive optimization” as contrast to classic directional selection, under which
mutations are tested immediately after they occur.
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Structural and Functional Coevolution
of Human Endogenous Retroviruses
with Our Genome

Andrew Garazha, Maria Suntsova and Anton Buzdin

Introduction

Human endogenous retroviruses (HERVs) and related genetic elements
occupy *8 % of human genome. Genomic copies of HERVs are of particular
interest because in addition to functional viral genes they have multitude of regu-
latory DNA regions serving as promoters (Buzdin et al. 2006), enhancers (Suntsova
et al. 2013; Chuong et al. 2013), polyadenylation signals, insulators (Ling et al.
2003) and binding sites for various nuclear proteins (Gogvadze and Buzdin 2009).
Many families of HERVs exhibit high transcriptional activity in human tissues
(Suntsova et al. 2015). HERVs are believed to be remnants of numerous retroviral
infections that occurred repeatedly during primate evolution (Sverdlov 2000;
Buzdin 2007; Belshaw et al. 2004). HERVs fixed in the genome and became
inheritable because their insertions occurred in the germ cell lineage (Hohn et al.
2013; Buzdin et al. 2003). HERVs are composed of sequences related to retroviral
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genes and are flanked at both ends by *1 kb long so-called long terminal repeats
(LTRs). An LTR structure comprises functional enhancers, promoters and
polyadenylation signals normally used for retroviral gene expression (Sverdlov
2000). However, the LTRs may drive the transcription of adjacent host genomic
sequences (Kovalskaya et al. 2006; van der Lagemaat et al. 2003). Most of HERVs
reside in the human genome as solitary LTRs arisen due to homologous recom-
binations between the two flanking LTRs of the same full-length HERV elements
(Hughes and Coffin 2004). However, some full-length HERVs express viral genes
in a variety of human tissues (Seifarth et al. 2005) and even form virus-like particles
(Lyden et al. 1994). Expression of HERV-encoded proteins is directly or indirectly
associated with progression of many human diseases (Suntsova et al. 2015).

Structure of HERVs

Genomic structure and life cycle HERVs are represented in the human genome
by 504 families including *520,000 individual members. Genomic structure of a
full-length HERV includes retroviral genes, typically Gag, Prot, Env and Pol, and
flanking *1 kb long LTRs (Suntsova et al. 2015). In turn, recombinations between
the different HERV elements may cause further genomic rearrangements including
copy number variation (CNV) of known human genes.

Having a variety of potential regulatory sequences such as promoters, enhancers,
transcription factor binding sites, splice sites and polyadenylation signals, LTRs are
believed to possess the major transcriptional regulatory potential of endogenous
retroviruses. Solitary LTRs are differentially methylated in human tissues
(Khodosevich et al. 2004), they may specifically bind host cell nuclear proteins
(Trubetskoy et al. 2002), serve as tissue-specific transcriptional promoters and
enhancers (Suntsova et al. 2013), and, finally, are transcribed in vivo in many
tissues (Suntsova et al. 2015). In addition, LTRs may contribute to the host gene
regulation network by acting in cis (by providing regulatory elements) or in trans
(by driving expression of antisense transcripts) (Gogvadze et al. 2009).

The life cycle of a HERV comprises reverse transcription of viral RNA, fol-
lowed by the integration of a nascent DNA copy into genomic DNA of the host cell
(Lee and Bieniasz 2007). Retroviral genomic RNA differs from DNA copy by the
absence of LTRs, which are built during the reverse transcription, a multistep
complex process including several template switching events (Kandel and Nudler
2002). Prior translation, HERV transcripts may undergo one or two splicing events.
HERV proteins are actively expressed in a variety of human tissues (Suntsova et al.
2015). Increased HERV protein production was detected in placentas and in
embryonic tissues, in line with the identification of putative responsive elements for
several pregnancy hormones within the HERV LTRs (Andersson et al. 1998). Gag
protein expression may induce massive T cell stimulation or apoptosis (Hugin et al.
1991). Endogenous Prot genes may help to exogenous retroviruses, such as len-
tiviruses, to infect the host cells (Suntsova et al. 2015). Finally, Env protein has an
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immunosuppressive domain that inhibits T and B cell activation and proliferation
and induces modulation of the expression of many cytokines (Morozov et al. 2013).
This may be functionally linked to an increased HERV expression in some tumors.

Functional DNA regions DNaseI hypersensitivity sites (DHSs) are probably the
most important genomic landmarks for regions of open (functionally active)
chromatin, whereas transcription factor binding sites (TFBS) denote regions of
DNA with nuclear protein binding properties (Jacques et al. 2013). Recently, we
combined investigation of both DHS and TFBS content of HERVs on a genomic
scale (Garazha et al. 2015). For the entire set of HERVs, *140,000 inserts
(*19 %) include at least one mapped DHS and *110,000 inserts (*15 %) have at
least one mapped TFBS. The total numbers of all DHS and TFBS in all HERV
elements were estimated as *155,000 and *320,000, respectively. All the 504
HERV families were characterized with regard to their TFBS content (available at
http://herv.pparser.net/TotalStatistic.php). These results provide clues for identifi-
cation and functional validation of tens of thousands of previously unknown reg-
ulatory sequences of the human genome. Moreover, due to considerable technical
limitations, this is likely a rough underestimation of the HERV-related TFBS pool
(Garazha et al. 2015).

HERV proliferation in the genome Although traces of several hundred retroviral
groups can be identified in human DNA, there are no evidence that any of them
remains active in terms of generating new copies in human genome. However, up to
recent times in human evolution, few retroviral families were prolific (Buzdin et al.
2003). Approximately 140 HERV inserts that all belong to HERV-K (HML-2)
group, are specific to human DNA (Suntsova et al. 2015), which means that they
occurred already after the radiation of human and chimpanzee ancestor lineages,
that occurred *6 million years ago (Buzdin et al. 2002). Taken together, they make
up *330 kb of the human DNA. Some family members retained their transcrip-
tional activity (Suntsova t al. 2015). At least three HERV-K (HML-2) master genes
were traced back to be active in the hominid lineage soon after the human-
chimpanzee ancestral radiation (Buzdin et al. 2003). Moreover, few dozens of
HERVs are polymorphic in human population (Kahyo et al. 2013), thus suggesting
that this family remained prolific up to very recent times in the evolutionary history
of humans. The bioinformatic analysis revealed that they may harbor a total of 11
functional genes for Gag, 12 genes for Prot, 9 genes for Pol, 8 for Env, and 9—for
an auxiliary protein Rec (Buzdin 2007).

Host Regulation of HERVs

Suppression of HERVs by the host-encoded mechanisms Expression of HERVs
is tightly controlled by the host cell because it may be deleterious. Overall, the
HERV sequences have a higher substitution rate than the rest of the non-coding part
of the genome (Suntsova et al. 2015). This underlines HERV regulatory potential,
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since it may lead to its inactivation (Suntsova et al. 2015). The physical presence of
such a number of repetitive sequences can generate considerable problems dealing
with homologous recombination between the different HERVs, which may disrupt
functional genes located in their neighborhood (Gogvadze and Buzdin 2009).
HERV-derived transcription and gene regulation can bias normal gene expression
regulatory networks. Expression of HERV proteins in various human tissues may
result in dangerous inflammatory or immunosuppressive effects (Suntsova et al.
2015). Recent study demonstrated that the regulation mediated by KRAB-
containing zinc finger proteins (KRAB-ZFPs) and their cofactor TRIM28, is
responsible for controlling HERVs in human embryonic stem cells. KRAB/
TRIM28 complex most likely recruits methylation machinery to HERV copies
(Turelli et al. 2014). Similarly, zinc finger protein Yin Yang 1 restricts HERV
transcription in embryonic cells by suppressing promoter activities of the LTRs
(Schlesinger et al. 2013). Other known mechanisms suppressing endogenous and
exogenous retroviruses deal with the functions of APOBEC3, BST2, TREX,
Tetherin, TRIM5a and Toll-like receptor proteins (Suntsova et al. 2015).

Helpful HERVs Co-evolution with the human genome resulted in a recruitment of
certain HERVs to the execution of important molecular functions. HERV-H is a
family expressed preferentially in human embryonic stem cells. Transcriptional
regulation of the HERV-H LTRs may be one of the primary mediators of the stem
cell fate reprogramming, being mediated by the HERV-H-driven intergenic long
noncoding regulatory RNAs (Lu et al. 2014). The Envelope proteins of HERV-W
family members (corresponding to human gene Syncytin) may serve human
physiology through their fusogenic or immunosuppressive properties. For example,
products of the host Syncytin genes are essential for placentation, by mediating cell
fusion of syncytial cell layers, and for maternal tolerance of the fetus, by im-
munosuppression (Frendo et al. 2003). HERVs may serve as major transcriptional
regulators of human genes by direct enhancer or promoter activities (Suntsova et al.
2015). For example, human specific transcription of human gene PRODH in hip-
pocampus is regulated by an enhancer element created by the human-specific insert
of a HERV-K (HML-2) LTR (Suntsova et al. 2013). This might have an important
impact on human evolution since PRODH metabolizes neuromediator molecules
and has a strong implication in higher nervous activity (Suntsova et al. 2013). The
only apparent promoter of the liver-specific gene BAAT implicated in familial
hypercholanemia is an ancient LTR in human but not in mouse (Carlton et al.
2003).

HERVs and Human Diseases

Recent studies evidence that different activities of HERVs may be involved in
various human diseases including autoimmune disorders, neurological, infectious
diseases and cancer (Suntsova et al. 2015).
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Autoimmune diseases The biased expression of proviral proteins in human tissues
may trigger autoimmune diseases (Suntsova et al. 2015). This was indicated first by
increased proviral transcript levels and finding anti-HERV protein antibodies in sera
from several groups of patients suffering from these disorders (Suntsova et al. 2015).
Immune reactivity to HERV products can occur spontaneously in infection or cancer
and is considered the driving force of several autoimmune disorders also in the mice.
Immune reactivity against ERV proteins can be experimentally induced in mice and
non-human primates, suggesting that immunological tolerance to ERV-derived
products is incomplete (Suntsova et al. 2015).

Neurological diseases Enhanced expression of the HERV-encoded proteins is a
promising biomarker for several neurological diseases (Manghera et al. 2015).
There is frequently a cross-talk between multiple sclerosis (MS) and previous
infections of the human CNS cells (Libbey et al. 2014). A hypothesis was proposed
that HERV-encoded envelope proteins (Env) can act as strong immune stimulators
for MS (Libbey et al. 2014). Thus, slow disease progression following neurode-
generation might be induced by re-activation of HERV expression directly, while
relapses in parallel to inflammation might be secondary to the expression of
HERV-encoded superantigens (Emmer et al. 2014). Finally, HERVs may cause
neurological disorders using quite distinct mechanism comprising HERV-linked
genomic rearrangements, e.g. 3q13.2-q13.31 deletions in a syndrome of hypotonia
and motor, language, and cognitive delays (Shuvarikov et al. 2013).

Infectious diseases The long-term spontaneous evolution of humans and the
human viruses might generate various mechanisms involving cooperation or
interference of endogenous and exogenous retroviruses (Suntsova et al. 2015). For
example, the primate lentiviruses HIV and simian immunodeficiency virus (SIV) do
not express their own dUTPase, and it is believed that a host cell endogenous
retroviral enzyme (Prot) provides this activity during reverse transcription
(Suntsova et al. 2015), in line with the recent observations that HIV-1 infection may
increase the expression of HERV-K (HML-2) proviruses in vivo (Contreras-
Galindo et al. 2006).

Cancer The role of HERVs in cancer is most likely limited to retrovirus-driven
gene expression and does not involve their insertional activity (Suntsova et al. 2015;
Hohn et al. 2013). Abnormal expression of HERVs in cancer is well known. For
example, HERV-K (HML-2) elements are overexpressed in germ cell tumors, in
melanoma and in other tumors (Suntsova et al. 2015; Hohn et al. 2013). Aberrant
regulation of HERVs may be mediated by the cancer-specific combinations of
transcription factors (Suntsova et al. 2015). Expression of Syncytinsis normally
restricted to the placenta. However, in many pathologies including cancers,
Syncytin-mediated cell fusion may participate in cancer cell transformation or
metastasis (Suntsova et al. 2015). Endogenous retroviral Env proteins possess
immunosuppressive and fusogenic activities (Suntsova et al. 2015). As in the pla-
centa, the expression of immunosuppressive domain of Env in tumors may suppress
immune responses and thus prevent rejection of the tumour (Morozov et al. 2013).
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The Central Nervous System of Mammals
Acts as a Mutagenic/Anti-mutagenic
Factor: Role in Microevolution

Eugene Daev

Introduction

According to Vernadsky’s theory (1944) all “living matter” is an active component
of the biosphere. As an integrated part of the biosphere all forms of living matter
interact with each other as well as with “inert” matter. As a result of such interaction
living organisms evolve in the process of the biosphere’s evolution. The appearance
of the nervous system and later central nervous system (CNS), “a growing ‘in-
nervation’ and ‘cephalization’ of organisms”, favored extending a closely inter-
dependent network over the whole earth (de Chardin 1964, 1974). The complexity
of the central nervous system of living organisms reflects their ability to adapt to the
endless changes in the environment. Evolution of the nervous system accelerates “a
process of transition to the noosphere” from biosphere (Vernadsky 1944). The
nervous system of higher multicellular organisms is a well-established system of
interaction with the ‘living’ and ‘inert’ environment. At the same time—this is the
mechanism of interaction of all cells within the organism to form coordinated
complex responses to emerging changes. But the life of an organism depends on the
proper operation of all of its cell genomes. Therefore, permanent interconnection
between the environment and a genome of living organism is a necessary condition
for its survival. Changes in the environment, through the connecting nervous link—
CNS, govern the formation and activity of target cell genomes of the inside
organism body. For this purpose CNS use numerous specific messengers. But the
living organism produces also ‘external messengers’ which can act on CNS of other
organisms. Consequently they can influence the genetic, neuroendocrinological and
behavioral processes of other organisms. We will try to demonstrate here some

E. Daev (&)
Department of Genetics and Biotechnology,
St. Petersburg State University, St. Petersburg, Russia
e-mail: mouse_gene@mail.ru

© Springer International Publishing AG 2016
V.L. Korogodina et al. (eds.), Genetics, Evolution and Radiation,
DOI 10.1007/978-3-319-48838-7_39

487



genetic effects of the house mouse pheromones because importance of such effects
is obviously underestimated and research in this field is certainly insufficient.

Historical Background

In 1940–47 it was proposed that the occurrence of mutations is a physiological
process (Kerkis 1940; Lobashev 1947). The influence of nervous system on the
chromosome integrity was shown in the 1970s on mice. Denervation surgery in
mice led to increasing level of chromosomal aberrations (ChAbs) in corresponding
organs (Poljanskaja 1970; Tarabrin 1970). Kerkis with collaborators and some other
researchers showed that hormones of HPA-axis influence the level of ChAbs in
rodents (Logvinova and Kerkis 1967; Lobashev et al. 1973). It was also shown that
the neurotransmitters (serotonin, adrenaline and noradrenaline) alter the level of
chromosomal aberrations in cultured human cells (Pimenova 1975). Interesting data
concerned the influence of learning on the level of ChAbs. With the help of a
conditioned reflex to initially neutral stimulus it was possible to show the effect of
the cerebral cortex modifying mutation process (Tsapygina 1971; Lobashev et al.
1973). These and some other data (Dyuzhikova et al. 1997) confirmed the
assumption of control of genome integrity by nervous system (Fischman et al.
1996; Poljanskaja 2000).

Stress is a special state of the nervous system that is characterized by the acti-
vation of the hypothalamic-pituitary-adrenal axis (Selye 1950; Binder and Nemeroff
2010). We first discovered the effect of volatile stressors from mouse urine on
genome integrity of conspecific target cells (Daev 1982; Novikov et al. 1982).
Fischman et al. (1996) paid attention to stress as modifier of genome stability. It
would be promising to use stressors and other modulators of nervous system,
operating in natural populations of animals. Suitable modulators seem to be
primer-pheromones of rodents, in particular, house mice. Some effects of pher-
omones (Daev 1994, 2007; Koyama 2004) in mice pointed to their possibility to act
as stressors. Several studies showed that the effect of stress pheromones is
sex-specific in “donor-recipient” model (Bronson 1979; Baum 2009).

Objectives

The main purpose of this review is to show the ability of natural volatile
chemosignals of house mice (Mus musculus L.) to regulate genome integrity of
target cells of conspecific recipients. The data could serve as an evidence of
pheromones and CNS involvement in regulation of genome stability of cells in vital
organs.
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Brief Description of Model and Methods

Inbred strains of laboratory mice (CBA, BALB/c, C57BL/6) served as a conven-
tional model for our experiments. Several olfactory stimuli (soiled bedding, fresh
urine, main urinary proteins (MUP’s), mouse pheromone 2,5-dimethylpyrazine)
were used as external acting factors which could differently change a state of CNS.
2,5-dimethylpyrazine (DMP) is a mouse pheromone which is produced by over-
crowded females. It influences conspecifics of both sexes in a similar manner
(Jemiolo and Novotny 1994). We use DMP more often because it was shown that
some of its effects could be signs of stress-reaction in recipient conspecifics of both
sexes. As a rule the recipient animals just sniffed an aqueous solution of the pro-
posed stimulus without direct contact with it. We take into account the gender of
donors and recipients of the volatile substances. Since the immune and reproductive
functions are inhibited by stress, we evaluated primarily the state of dividing
immunocompetent and germ cells. Genome fragility of germ and somatic cells
(from testes and bone marrow) of recipient mice were estimated by different
cytogenetic methods. We studied the chromosome aberrations in dividing sper-
matocytes by metaphase and ana-telophase analysis (Dyban and Baranov 1978;
Macgregor and Varley 1988). We estimated frequencies of different types of
aberrations (usually multivalent associations, autosomal univalent and fragments at
metaphase I stage in spermatocytes; bridges, fragments and lagging chromosomes
at ana-telophase stage in spermatocytes and bone marrow cells), as well as the total
frequency of ChAbs. The level of DNA breaks in the bone marrow cells was
determined by alkaline comet assay (Speit and Hartmann 2006).

The frequency of abnormal (Wyrobek and Bruce 1975) and test for dominant
lethal in progenies of treated males was conducted (Ehling et al. 1978).

The Influence of Mouse Pheromones on the Genome
Stability

In a series of experiments it is found that sniffing of chemosignals of urine of adult
males modifies ChAbs level in spermatocytes I at metaphase I stage in male
recipients. The action is genotype-specific (Daev 1994). Induction of aberrations is
caused by dialyzed urine, containing a complex of main urinary proteins. On the
molecular level this effect correlates with activation of c-fos and c-jun in the
spermatogonial cells of the recipients (Daev and Dukel’skaia 2005). It was shown
that mouse female pheromone 2,5-dimethylpyrazine induces chromosome aberra-
tions at metaphase I stage in spermatocytes I of recipient males (Daev and
Dukel’skaia 2005). This result coincides with an increase in the frequency of
aberrations detected in the second meiotic division by the ana-telophase method.
Similar elevation is shown in spermatocytes II after the exposure to volatile sub-
stances from the urine of stressed or irradiated adult males (Daev et al. 2012a).
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Basing on the duration of spermatogenic cycles in mice (Oakberg 1957) we
checked the frequency of abnormal sperm heads (ASH) and the lethality of the
progenies of males at appropriate intervals after pheromonal exposure. It has been
shown that the frequency of ASH in male recipients and dominant lethal frequency
in their progenies are increased after sniffing of adult male volatiles (Aref’ev et al.
1986; Daev et al. 1988) and DMP (Daev 2003; Daev and Dukel’skaya 2003). This
effect of the pheromones on the male germ cells is probably linked to the density
and mobility of the mouse sperm (Koyama and Kamimura 2000, 2003).

Similar results are obtained in the bone marrow cells: pheromones from the urine
of adult males induced ChAbs in dividing cells of recipient males (Daev 1994).
However, this effect was not found in the bone marrow cells of recipient females.
At the same time pheromones from dialyzed urine of adult females increased
ChAbs frequency in recipient females (Daev and Poluekhina 1996). DMP shows an
analogous effect in males. The frequency of ChAbs depends on genotype of
recipient males (Daev et al. 2007, 2008). These observations were supported by the
comet assay results. A 50 % increase was shown in the DNA breaks of interphase
bone marrow cells of recipient mouse males after the exposure to DMP (Glinin
et al. 2014).

Recent data show that some chemosignals from the urine of females can increase
genome stability of target germ and somatic cells of mouse males (Daev et al.
2014a, b).

In summary, our data show the effect of pheromones on genome integrity of
bone marrow and germ cells of mice. It can be the mechanism of the immune and
reproductive status regulation in the recipient organisms. We show also that the
degree of suppression of the immune system depends on the status
(stressed/unstressed) and genotype of pheromone’s donors (Daev et al. 2008,
2012a, b).

Brain Response to Pheromonal Stimuli

There are many articles and reviews about the reception, processing and perception
of volatile chemosignals in central nervous system of mammals (Bigiani et al. 2005;
Dulac and Wagner. 2006; Baum 2009; Petrulis 2013; Farbiszewski and Kranc
2013; etc.). It was evident from the very beginning that pheromones act through
CNS.

Our data show that the exposure to the volatile chemosignals (we used CBA and
C57BL/6 males as donors) can modify some behavioral features of CBAB6F1
males in the “open field” (Novikov et al. 1982). Particularly, the attraction to
females was disturbed after sniffing DMP (Daev et al. 2010). We could interpret
such behavioral changes (resulting from modulation of the CNS activity) as a sign
of depression and reproductive disturbance. It has been shown that norepinephrine
disappears in perivascular adrenergic nerve endings in the mouse male nasal
mucosa as well as in vascular testis tunic an hour after the exposure to DMP (Daev
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et al. 2000). It marks the participation of catecholamine nervous system during the
transduction of the DMP-signal in the CNS and to the peripheral target organs.
There is a common opinion that catecholamines are involved in the stress reactions
(Binder and Nemeroff 2010). Therefore the lack of norepinephrine may support our
suggestion that DMP is the stressor for the recipient mice. Preliminary results
obtained by fMRI method have shown that DMP (produced by grouped females)
can modulate the activity of neurons in the main olfactory bulbs of male mice in the
way opposite to the urine of single females (Glinin and Romashchenko
unpublished).

Discussion

We used the model of pheromonal exposure to show that the volatile pheromones
can change the state of CNS and the frequency of ChAbs in opposite directions.
Evidently, the production and influence of chemosignals depends on sex, age,
health, state of CNS and many other features of donor and recipient animals.
The DMP or other not yet identified male pheromones can induce the genome
destabilization in bone marrow cells that leads to the immunosuppression in the
recipient males (Daev et al. 2012a, b). The genome destabilization (that was
induced by DMP or other not yet identified male pheromones in bone marrow cells)
leads to the immunosuppression in the recipient males (Daev et al. 2012a, b).
Perhaps, with the help of pheromones (influencing cells genome through CNS)
house mice can adjust the fitness, fecundity and survival of animals depending on
their genotype and other physiological characteristics (Daev 1994, 2007).

Similarly, olfactory induced destabilization of spermatocyte genome results in an
increase in their genetic variability and lethality as well as mortality of the pro-
genies of recipient males.

Genotype-dependence of such consequences (depending on space-, sex-, age-
and genetic structure of the mouse population) can lead to the different
microevolutionary events. To date there are many results accumulated on the
impact of stress in the animals on the genetic apparatus of the target cells. Among
them are: increases in both the level of sister chromatid exchanges and ChAbs in
bone marrow cells (Daev 1994, 2007; Fischman et al. 1996); suppression of cell
growth and increased cell death (Sapolsky 2000); shortage of telomere lengths
(Monaghan 2014); regulation of the expression of retrotransposons by epigenetic
changes (Hunter et al. 2015); perinatal and transgenerational epigenetic effects
(Babenko et al. 2015), etc.

To my mind it is obvious that CNS in many cases could serve as a mutator (or
antimutator) and depending on environmental factors modifies the rate of
microevolutionary changes (Fig. 1). These may be accelerated under stress condi-
tions and slow in optimal surrounding for the species. The results support the
hypothesis that the mutagenic/antimutagenic role of the nervous system is a com-
mon feature of all multicellular organisms.
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Roots of Current Concepts in the Studies
of Social Behavior in Animals

Eugeniy N. Panov

Introduction

I will have to start with a mild reservation about the title of the paper. The term
‘ethology’ is used here in a broadest sense, as, for example, by Tinbergen in one of
his latest papers (Tinbergen 1976). He considers it possible to refer the word
‘ethologist’ to any biologist who is occupied with studies of behaviour. The
‘ethology in a narrow sense’ should be distinguished from this broad meaning, as it
is the discipline founded by K. Lorenz, N. Tinbergen and their followers. This
trend, called ‘classic ethology’ today, marks only one historical period and only one
of several approaches in the evolution of views of the discipline that I tentatively,
and for the sake of brevity, will call further ‘zoosociology’.

My main task is to show the intricacy and contrariety of the process of our
knowledge of evolution. It is hardly possible to track in this process as a fluent
progressive advance that is due only to the gradual accumulation of facts. Any
respectable scientific community, any school of ideas—and sometimes a
‘lone-wolf’ scientist who had his own word to say—presented their own concepts.
Those concepts were aimed at the solution of different tasks. Different approaches
and tasks demanded specific research methods to be applied. The same facts were
pretty often interpreted differently, and sometimes, even as being contradictory to
each other. At times, contemporary scientists did not have a slightest idea about the
existence of each other. In other cases, different scientific schools entered con-
frontation and acute ideological competition that resulted in scientific discussion for
many years. Finally, there were cases of peaceful co-existence of schools—despite
the obvious inconsistency in their basic foundations.

It is hardly surprising that in this heterogeneous interwining of views and trends,
the scientific tradition among the generations of scientists was not as strong as it
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could seem at the first glance. Some problems that were adequately formulated and
nearly close to a logical solution over a hundred years ago, lost their shape later and
emerged as something absolutely new after many decades. At times, novel concepts
were constructed almost as a blueprint, while an absence of their links with previous
ideas was justified by an assertion that all that had been done before was nothing
more than an anachronism of the pre-scientific mode of thinking.

With all difference in approaches and methods that will be considered below, an
adherence to two different—and to some extent alternatively oriented patterns of
thought—may be revealed retrospectively.

For one of them the leading principle is to study the whole through reducing it to
certain elements that are considered explicitly specific and constant in their prop-
erties. It is conventional to regard this position as “elementarism”. The whole thus
seems to be as something secondary to the elements that form it, so that the property
of the whole is determined mainly by specific features of these elements.

The alternative viewpoint states that the properties of parts can be grasped only
through the knowledge of the whole. The whole is given in the first place and can
be divided into part by many different ways. Just the splitting method is most
important in determining the properties of the parts obtained. This attitude is often
called “holism” (from Greek «holos»—wholeness). It can be also called “organ-
isms”, indicating the similarity between any complex whole entity to an organism
that can be split in parts only surgically. One of the manifestations of this cognitive
approach is an attempt to consider communities of social insects as ‘superorgan-
isms’. In my view, holism and organisms are, in fact, different names of what is
accepted today as the systemic thinking.

There is a common belief that elementarism has many in common with the
mechanistic worldview and by no means is compatible with the dialectic approach.
Or, in other words, progress of our knowledge about the world can be viewed as a
gradual transition from the elementaristic ideas to holistic ones. In reality, the
situation seems to be more complex (Fig. 1).

The commitment of a scientist to a given cognitive attitude is determined in
general by the specificity of the object under study and goals of research. These two
aspects are more or less interconnected, but can be present in different proportions
in the one or another doctrine. Until there is a reasonable parity between the
generality of the approach, on the one hand, and its modes of the objects’ analytic
dissection, on the other, both organismism and elementarism are indisputable
retained their cognitive value.

For the beginning, I tried to represent a history of the scientific ideas on animal
social behaviour in their development in form of the rather simplified scheme
shown in Fig. 1.

Here, eight scientists are under consideration whose scientific activities cover a
period a little more than a hundred years. Their views and general works seem to
me the most important, in such an extent that they may be regarded as the certain
landmarks in shaping of our up-to-date notions.

Not surprising that since the main object of their research were community and
population, i.e. complex objects of systemic nature, the majority of those scientists
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were adhering to the holistic position. However, along with them there were two
quite reputable schools, namely, classical ethology and sociobiology. that, in my
view, appeared to be devoted to rather elementaristic approaches. Below, I shall
explain in detail what I mean.

Figure 1 illustrated a plan of the further review as well. There, ordinal numbers
correspond to those topics I shall discuss one by one. Although either of them was
touched by all authors mentioned, although in more or less extent, some of them
made a greater contribution than others to the development of certain ideas. For a
start, two issues should be clarified. First, what is the subject of zoosociology and
where is its place among other disciplines. Second, I shall examine how the ideas
about social groupings, the main object of our science are seen in light of different
views on what are an individual and biological individuality as such.

Alfred Espinas and First Steps of Zoosociology

The first serious review of the theme was offered by the French philosopher
Alfred V. Espinas. His work was first published in 1877, about 150 years ago. The
full title of the book is “Social Life of Animals. An essay in comparative
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psychology with addition of brief history of sociology”. I must say that though this
book is always cited by all authors who write about the history of ethology, these
references are usually not informative.

Espinas formulated a task—to combine the data accumulated to his time of
historical sociology and comparative biology in the frames of unified knowledge
and acquired unified principles. Being the author of a number of
historical-philosophic works—such as, for example, “The history of economic
doctrines”, Espinas was deeply interested at the same time in the problem that is
titled today with an intriguing name of the “problem of interrelation of biological
and social”.

Espinas was quite right when argued that during the whole history of human
knowledge development, starting with ancient times, at least from the 4th century
BCE, the greatest minds of the mankind searched for an analogy between the
human society and communities of animals. “While naturalists in their unconscious
aspiration for generalization—Espinas wrote—compared animal communities with
human ones, politicians, governed by the same impulse, compared likened human
societies to the societies of animals”. Regretfully, continued the author, none of
them tried to elaborate the general principles for such comparisons and thus made
the matter still more intricate.

But does it mean that the attempt itself to compare is vain? Not in the least.
“There is no science of particulars!”—exclaimed Espinas. “The two groups of facts
under examination that show an obvious analogy and are defined with the same
word can become clear to us only when they are brought together to the single law
that stems from their mutual properties”.

Espinas suggests that this law should be found by revealing what in the modern
language are the main organizational principles governing such complex natural
structures, as the communities of individuals. In Espinas’s opinion, zoosociology
should be not an introduction to the general sociology but Chap. “Roots of Current
Concepts in the Studies2 of Social Behavior in Animals” in it.

But would not then zoosociology duplicate the works by biologists? Espinas
answers this question in the following way: “Among many specific features that
characterize organic pieces of matter nutrition and reproduction are the most
important. Sociology studies neither of them; it investigates only the most general
character of organized social structures—say, the grouping patterns favoring
implementation of one or another of the above functions, which gives it a specific role
even in studies of those phenomena where it meets another life science—biology”.

So, the subject of zoosociology is the specific character of interrelations among
the elements within a certain organized structure; the ties that appear in situation
when formation of the groups takes place to promote their further existence and
biological functioning.

The next question Espinas had to solve was what may be regarded as those
elementary ‘bricks’ that being extracted from the wholeness do not lose its own
essence and thus remains an independent actor. In the human sociology for a long
time the answer was simple: an individual. But this point of view was not accepted
unanimously. For example, according to Aristotle, the elementary unit in human
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society is not an individual but a couple, because the individual is incomplete and
inexplicable from himself. Hegel also believed that the family is more independent
than the individual (Hegel 1821, 1940). This position was favorable to Espinas as
well ideas and he persistently keeps upon it throughout the text of the book.

Espinas pointed out that when dealing with plants and many lower animals the
question often arises—what one means when used a term “an individual”. At that
time, in the second half of the nineteenth century, this period of tumultuous
development of biology, it appeared that there is, in fact, a firm ground for such an
uncertainty about the matter. Namely, numerous creatures were found, in respect of
which it was not clear if their bodies would be divided into parts being “inde-
pendent”, to more or less extent, from each other.

In the 1940s–50s botanists M. Schleiden and T. Schwann discovered that all
living organisms consist of cells. They offered the idea that the very life of a plant is
combined beings of its cells. Then it became possible to consider the cell itself as an
elementary organism. Soon prominent German scientist R. Virchow developed on
this basis the so-called ‘theory of cell state’. “Any creature—he wrote—is a sum of
living units, so that each of them has everything necessary for life” (Virchow 1863).
This concept, atomistic in its essence, asserted strong influence over the develop-
ment of Espinas’s ideas, as we will see it below.

In his time, zoologists knew well some amazing creatures about which one could
not say for certain whether they are individuals in a strict meaning of the word or
peculiar colonies of many creatures organically connected with each other. Such
are, for example, so called siphonophores, belonging to marine coelenterates. Like a
tree, with its roots, branches and leaves, the body of a Siphonophora is composed of
several “individuals-organs”. One of them only capture food, others execute the
reproduction function, still others protect the whole creature against predators, still
others provide its motion in the water column. In 1866 the outstanding German
biologist E. Haeckel designated such compound organisms as cormi, singular—
cormus1 (Haeckel 1866). Later their components “individua organs” were called
zooids.

As a result of these and many other discoveries in biology the issue of the
essence of concepts of “collectivity” and “individuality” grew more and more
cloudy. At the end of the XIX century F. Engels in his “Dialectics of Nature” wrote
that the notion of an individual has become absolutely allusive. Cormus, colony,
tapeworm on the one hand and the cell and metamere, on the other, can be identified
as individual in a certain sense (Engels 1883).

In his book that was almost an “age-mate” of “Dialectics of Nature”, Espinas
explained the situation to readers: “We take our own type of individuality as a norm
and deny the quality to any other creature that is too distant from such a type. As
soon as a certain creature loses definite shape and an ability to move independently,
we refuse to regard it as an “individual” (Espinas 1898).

1From Ancient Greek joqlό1 (kormós, “trunk of a tree with the boughs cut off”).
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Meanwhile, Espinas wrote, individuality may be expressed in different extent.
According to Virchow’s views, a cell should be regarded as an elementary indi-
vidual because it is actually an indivisible biological atom. Hence, individuality of a
multicellular creature is a kind of collective individuality. In favour of such
inference speaks the fact that in the multicellular organisms there are always cells
that remain relatively autonomous and are able to move actively inside tissues. Such
are, for example, wandering ameboid cells in sponges, spermatozoids, etc.

A special attention of Espinas such cormi attracted in which along with
individual-zooids such structures are present that serve the cormus as a whole.
These can accomplish, for example, the excretory function (the common cloaca in
the colony of sea squirts (Ascidiacea) or ensure the fulfillment of locomotion—like
in the case of the so-called creeping sole in mobile colonies of some moss ani-
malcules (Bryozoa).

When discussing such phenomena taking of octocorals as an example, Espinas
wrote: “Along with individual life of polyps as such an another life is in progress
being independent of individuality of each member of the colony and belonging to
the hydranth as a whole. The latter can be regarded in this case as an individual. It is
obvious that a certain individual loses its rights relative to those of the community
by surrendering a part of its activity to it” (Espinas 1898).

Functionally, heterogeneous colonies of coelenterates, moss animalcules, tuni-
cates, etc. are a bright illustration of submission of a part to the whole, an individual
to the community. The same principle Espinas saw in the family’s communes of
termites, bees and ants that consist of morphologically autonomous individuals but
inseparable from each other socially and functionally. The author even tries to look
farther ahead and to include into the same line collectives of higher vertebrates. But
here, because of almost complete absence of reliable information his speculations
assume a flavour with of scholastic characteristic of the natural philosophy. Yet the
main idea is clear and Espinas illustrated by analogy with the human society: “Not
individuals create the society but society creates individuals because they exist only
in the society and for interests of it” (Espinas 1898).

Ernst Haeckel in his work “General morphology of organisms” (1866) distin-
guished six classes of organic individuality. Individuals of class I are cells, of class II
—organs, etc. An individual as we used to think understand is a creature of the class
V, and the aforementioned cormus belongs in this classification to the class VI.

The problems raised by Espinas in the framework of the biosociality origin
remain of a great importance still today. As the outstanding Russian zoologist V.N.
Beklemishev stated, “the notion of organic individuality is undoubtedly one of the
basic concepts of biology” (1964). This topic laid down the foundations of the
so-called “colonial theory” of the multicellular organisms origin from the mono-
cellular ones. It was initiated with works by E. Haeckel, I.I. Mechnikov2 and other
eminent scientists. The concept of collective individuality turned out to be highly
multidimensional and extraordinarily complex.

2See Metchnikoff 1892 (Fr) and Mechnikov 1950 (Rus) (eds).

502 E.N. Panov



Formation in evolution of superindividual structures of the cormi type promotes
an increasing specialization of its constituents—zooids. This process that leads,
according to Beklemishev, to the more and more reinforcement of the cormi
individuality. Espinas interpreted the matter as “a transition from bondless homo-
geneity to specified and consolidated heterogeneity” (Espinas 1898).

This principle undoubtedly also operates in the processes of formation in evo-
lution of highly integrated social communities of multicellular animals, both
invertebrates and vertebrates. Let us see now what has been done during the
development of zoosociology in this sphere of the research.

Warder Allee and the Problem of Putative Limits
of Biosociality

Just after sixty years since the publication of the Espinas’s work in 1938, another
book appeared under the same title: “The social life of animals”. It was written by
Professor Warder Allee from the University of Chicago (Allee 1938). In this
important publication he summarized both the results of his own studies accom-
plished during 26 years of his scientific career and the main data obtained in
zoosociology since the time of Espinas.

A few words should be said about the author. His first influential work “Animal
aggregations: a study of general sociology” was published in 1931. In 1949, he
published the book “Principles of animal ecology”, which has been widely cited in
subsequent years. His last book, “Ecological animal geography”, written in
co-authorship with K. Schmidt comes out in 1951. Thus, Allee made a remarkable
contribution in general zoology and ecology.

A brief outline of the general trends in disciplines relevant to our topic at the
time of publication the book “The Social life of animals” (1938) is necessary to
understand main ideas presented in it. For the same sake it will be helpful to get
acquainted with the literature sources cited in the book. Their distribution in time
(Fig. 2) can to serve as an indication of the growth of interest to zoosociology at
roughly the turn of the first and second decades of the 20th century.

It can be seen that Allee was familiar well with the studies in human sociology.
Like Espinas he advocated the idea of the general sociology establishing. To a great
extent, it was due to his efforts that demography, which was brought to life in the
studies of human populations, was introduced into ecology and sociology of
animals.

Figure 2 also shows a list of names of scientists who made a considerable
contribution into the development of the topic of our interest by the moment of
Allee’s book publication. These are, among others, four Russian scientists: P.A
Kropotkin, B.P. Uvarov, G.F. Gauze and Th. Dobrzhansky. The first of them was
stressing persistently the importance of cooperative relations in communities of
animals (Kropotkin 1902). Gauze contributed much to the development of princi-
ples of biological competition (Gause 1934). Dobrzhansky together with S. Wright
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is one of the founders of population and mathematical genetics (Dobzhansky and
Wright 1942). B.P. Uvarov discovered the phenomenon of the solitary and
swarming phases in locusts (Uvarov 1937).

W.Wheeler was an outstanding specialist in social insects (Wheeler 1928). H.E.
Howard was one of the founders of the idea of territoriality (Howard 1920).
F. Darling put forward the ideas of social stimulation of reproduction in crowded
assemblies of animals (Darling 1938).

And what are actual main peculiarities and results of the activities of Allee’s
school in the 1930s, in comparison to those that we saw in Espinas’s theory? I have
already mentioned that the work of the latter, due to the very essence of science of
his time, had something in common with a natural philosophical mode of thinking.
For Allee just the contrary, the main research method became experiment—which
is, in general, characteristic of American behavioural science from the very start. In
his discourses Espinas uses ordinary language at large. In Allee’s works we see
quite a broad diverse special scientific terminology. He uses such concepts as
population, population size and density, hierarchy, rank order, territory, mass effect,
social hormone, social facilitation, etc. The experimental approach and the start of
creating a special scientific language mark a transition of zoosociology from a
speculative mental constructs to the truly scientific stage of development.

In his approach, Allee, following Kropotkin, stresses the importance of coop-
erative relations, as opposed ideas about bloodstained struggle for existence dom-
inating at that time. And another very important postulate is the idea about the
influence of the population density on biological success of individual (Allee 1931;
Allee and Bowen 1932).

Although a view that overpopulation negatively influenced upon growth in
postnatal ontogenesis, reproduction and some other characteristics was not new,
almost nothing was said about the negative role of abnormally low density or

Fig. 2 Distribution by year of literature references, cited in the book of Allee (1938). Papers by
Allee are shown in hatching; studies on sociology and demography of man are shown in black
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underpopulation. In a number of elegant experiments with different species of
animals—from protozoa to mammals Allee demonstrated this second effect. It leads
to the well-known “Allee’s principle”. The Allee’s principle gives the idea of
optimal density—not too low and not too high.

Speaking about Allee’s views, I would like to pay special attention to how he
defined the subject of our science and, consequently, to his reasoning about limits of
its competence. I mean his opinion about meaning the notions “social behaviour” and
“social species”. We will have to examine Allee’s argumentation in more detail here.

After Espinas, Allee believes that as, speaking strictly, there are no solitary
animals in the full sense of the word biosociality to a certain extent is common to all
species of animals and in a sense—even to plants. So the question is: is it possible
inside this continuum to draw the natural line between subsocial species and those
that are accepted as truly social (intuitively). The latter primarily includes social
insects. But before that I would like to stress that the answer is negative—this line
can be only absolutely provisional, based solely on the agreement among scientists.

Argumenting, Allee examined three possible criteria of sociality. The first one is
presence of the so called social instinct; the second is an adherence to family life
style; the third is division of duties between members of the animal community.

In respect of some of scientists’ adherence to the idea of social instinct Allee
wrote that, fortunately, not many researchers share it. For Allee- experimenter this
criterion could not seem practically useful since the very notion “instinct” appears
extremely vague.

As for the second criterion—a practice of a family life-style, Allee contended
that there is no any fixed point or sector where ephemeral sexual encounters would
suddenly change into stable family. Examples that confirm this conclusion can
easily be found in any well-studied taxon.

Thus, the third criterion remains—biological division of labour. Here, Allee
stressed, the division of duties arises still at the earlier stage of evolution when the
phenomena of gender and sexual reproduction appear. In modern terms, a male and
female in the majority of species are bearers of the principally different social roles.
At the same time, Allee came to conclusion that females are often much more social
(or sociable) as compared to males much earlier than a number of other researchers
of later times.

Therefore, it is not obvious for Allee where the sex-related division of duties
ends and social division of functions starts. Traditionally, the relations in com-
munities of social insects have been the standard of the latter. But even there, Allee
wrote, the caste division is closely dependent on the sex of individuals. For
example, sociable females in ants and bees are divided into reproductive and
functionally asexual, or workers. The third caste consists of haploid males—drones
that execute mainly the sexual, not social function.

The phenomena partly similar to caste polymorphism, or polyethism of social
insects can be found in other animals whose sex determination depends on
instantaneous intrapopulation social background.

Allee illustrates such cases with several examples. I would like to discuss one of
them, taking place in the mollusk Crepidula furnicata. The phenomenon of
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protandry is its characteristic feature: each individual is asexual at early stages of
ontogenesis, then it becomes a functional male and having reached a certain age
turns into a female. Males of small size try to find those like them and remain in
close contact groups consisting of individuals that include several species of both
genders as well as those in the phase of transition from a male to a female. Several
males can copulate with the same female simultaneously.

It is important that males that took part in copulations turn into females faster
than those that failed to find a sexual partner. It was shown both experimentally and
on the basis of field data. As a result, in Crepidula the sex ratio is different in
different populations.

Allee gives many other examples of the influence of social environment and
population density on sexual differentiation of some individuals. I shall present an
example unknown to Allee. In many fishes sex change in ontogenesis occurs in
opposite way than in Crepidula: a young individual is at first a female; then it turns
into a male (protogyny).

It takes place, in particular, in the coral fish Anthias squamipinnis that live in
heterosexual groups of various numbers. Sometimes it is a polygynic unit with one
male and several females, sometimes groups consisting of several hundreds of
individuals with the male to female ratio approximately 1:9. If a male is taken away
experimentally from a polygynic group, one of females turns into a male in less than
a week. In the case of withdrawal of several males from a large group, the number
of females equal to the number of withdrawn males turns into males in the same
short period.

An obvious analogy can be easily seen the phenomenon of regulation of family
composition in social insects. According to Allee, a family of thermites
Zootermopsis recently established by a pair of individuals has only one soldier in
the first year. If it is withdrawn from the nest, its absence is compensated by the
appearance of several (up to six) other soldiers. However, the compensation effect
will not be as strong as that when a big family includes many hundreds of indi-
viduals. Allee believes that in the latter case a peculiar effect of “dilution” takes
place and, correspondingly, hypofunction of a certain agent, or, as he calls it, a
social hormone that is capable of suppressing the development of excessive number
of soldiers.

No matter how highly specialized is the mechanism of the caste composition
regulation, it shows, according to Allee, a certain analogy with much simpler
“group effects”. Among them one is a follows: an increase of resistance to harmful
substances diluted in water inhabited by in large groups of fishes, being absent in
the cases of small groups and single individual.

The search for such broad analogies is by no means a goal in itself. It appears to
be an important methodological approach. It allows one to realize logically the
possible ways of the complex regulatory mechanisms’ evolutionary development
from the moment when they are in a vestigial state yet and, strictly speaking, are
still not complete formed. In this sense, Allee’s quite perspective guideline is, in my
opinion, the repetition and development of the ideas of Espinas who recommended
to study not only advanced forms of social life but its earliest forms as well.
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Allee illustrates effectiveness of this approach with the example of establishing a
developed social system in thermites on the base of simple gatherings of individuals
in places of plentiful food supplies, like what we can see in the common German
cockroach Blattella germanica). The hypothetical intermediate stage is represented,
according to Allee, by some subsocial species of cockroaches that feed on fiber like
thermites Both these cockroaches and thermites process of digestion as well as
ability to survive are possible only because of the presence in their intestines of the
symbiotic flagellated protozoans recycling fiber. Newly born insects do not have
protozoans and can only get them through contacts with a skin of adult individuals
being shed by them in the course of their moult (in Cryptocercus) or from another
imago in thermites. However, adult individuals of Cryptocercus do not moult, and
that is why an isolated pair of a male and a female is not capable to start a new
deme.

In thermites imago loses protozoans in the course of each moult, so that the
presence of other individuals is a vital necessity for all. Therefore, a male and a
female with protozoans in their intestines are capable of establishing a new colony
that facilitates keeping self-developing sociality in thermites, which is not the case
in Cryptocercus.

Contribution of Classical Ethology to Research of Social
Behaviour

Just in 1931–1938, that are the dates of the two first influential Warder Allee’s
books publication in the USA, another school in the behavioral research arose on
the other side of the Atlantic. I mean the discipline known as classical ethology. Its
origin can be dated tentatively by 1931, when 28-year old Konrad Lorenz published
his first large paper “Beiträge zur Ethologie sozialer Corviden” in the German
“Journal für Ornithologie”3. In 1935 and 1937a, b, c, two other basic papers of his
were published: “Der Kumpan in der Umwelt des Vogels” and “Über die Bildung
des Instinktbegriffes”. In 1938, Konrad Lorenz and Nikolaas Tinbergen offered
another paper on the role of innate components in the organization of integral
behavioural patterns. Despite the fact that Allee and Lorenz developed their theories
practically simultaneously, the essence of their approaches turned out to be quite
different.

As we could see, Allee did not touch upon the distinction between the innate and
acquired behaviour. For him it was a secondary matter, and he tried to avoid this
aspect when possible, as he could not study it experimentally. For K. Lorenz and
N. Tinbergen the a priori division between innate and acquired components of
behaviour and establishment of relations between them was the basis of all further
speculations.

3Currently Journal of Ornithology-Springer.
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These points are the heart of the whole fundamental differences in views of the
American and European schools. For Allee the word “instinct” smelled of
scholastics, was a kind of ‘refuge of ignorance’, while Lorenz and Tinbergen
created an immense concept designated by them the “modern theory of instinct”
(see, for instance, Tinbergen 1951).

Allee stresses the lability of the individual behaviour, its partial unpredictability,
due to the variability of the social environment or social climate experienced by
individuals. Ethologists of the European school, on the contrary, emphasize the
stereotype aspects of social conduct, its conservative species- specific qualities.

Allee and his colleagues are interested primarily in consequences of the inter-
action of individuals joined into groups. Lorenz, Tinbergen and their school con-
centrate their attention on subtle mechanisms of these interactions rather than on
their influence upon the subsequent life of the society. Allee is interested in the
group structure at various parameters of the population number and density. Lorenz
and Tinbergen are busy with how acting the given individual in the presence of
other conspecifics performing different social roles. The centre of attention for the
American school is various group and mass effects in local population, while
European researchers analyze the dynamics behaviour of an individual mainly in
pair interactions.

I shall not discuss the principles and methods of the ethologic concept in more
detail, as it is covered much more than any other concepts in the literature (see e.g.
Panov 1975, 2012). I would only like to accentuate some methodological aspects.

What is an elementarisic essence of classical ethology? I dare say, it become
apparent in the intention to regard social behaviour as a chain of discrete events, so
that each of them is rather constant and stable in its manifestations. Such constancy
is reflected by a rigid classification of several “principal patterns” of interactions—
for instance, a territorial conflict, treating a subordinate by a dominant, pair for-
mation, copulation, etc. The stereotype feature of interactions within either such
class of events is reflected from the start by Lorenz’ scheme of several “companion”
types: for example, companions-parents, companions-offspring, companions-
spouses, social companion.

According to ethologists of the classical school, an interaction of each type is
performed as a determinate exchange of stereotype signals between two individuals
belonging to a category of a given type of companions.

These signals are called “fixed action patterns”. Just standard types of interac-
tions and standard communicative stimuli that are strictly determined genetically in
this approach those further indivisible elements to which is reducing all, or almost
all, social life in animal collectives.

We do not find anything like this in Allee’s theory which is concentrated on the
dynamism of a whole entity. It seems much more dialectic than the approach of
classical ethologists that obviously have a propensity for mechanism.

It is important however, that being not adequate enough for the analysis of social
processes in all their diversity, this approach, namely because of its typological fea-
tures, has played and continues to play a very important role in the behavioural
taxonomy and inmodern systematics as awhole. This approach also contributedmuch
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to the understanding of organizational principles of individual behaviour functioning.
The studies of organization of individual behaviour remain of a lasting value.

The general principles revealed here are inevitably modified with the progress of
our knowledge, but further studies in the framework of fundamental theme “indi-
vidual and society” cannot be conducted without them. Unfortunately, today it is
too often overlooked.

But the ethological approach oriented at the individual and its interactions with
the environment, including conspecifics, appeared to be quite insufficient for the
comprehensive understanding of the biosociality phenomena. Then time demanded
that in the centre of researchers’ attention should be the population as an organized
system of the superindividual level.

Vero Wynne-Edwards and the Idea of the Intrapopulation
Homeostasis

This new approach was shown in a most consistent way (arguably too consistent) in
the book by Vero Wynne-Edwards “Animal Dispersion in Relation to Social
Behaviour”. When it was published in 1962, its author, University Professor in the
Scottish town of Aberdeen, was 56 years old. This work became one of the most
cited publications in the literature on animal behaviour for the subsequent twenty
years. It was a thick volume of about 650 pages. The list of references includes over
840 items (Fig. 3a).

We are interested in the analysis of the cited references in two ways. First, we
see that the author widely uses literature in zoology of the past that shows his wide
knowledge of biology and, possibly, a shortage of more modern special research in
the topic of his interest. For example, papers published in 1911–1940 make about
34 % in the reference list. For comparison, of the reference list to the paper by
Adam Watson and R. Moss (Watson and Moss 1970) on a close topic published
eight years after the publication of the book of Wynne-Edwards citations of 1911–
1940 comprise less than 2 % (Fig. 3b).

Second, the analysis of the literature used by Wynne-Edwards makes it possible
to understand to what extent earlier authors influenced his ideas. It can be seen that
Wynne-Edwards extensively cites the papers of ecologists Charles S. Elton,
Huib N. Kluijver, David L. Lack, Alexander J. Nicholson4. He was also acquainted
with the theory of Hans Selye who forwarded the concept of stress, or of the general
adaptation syndrome (Selye 1956), and papers by John J. Christian and Dennis H.
Chitty5) who tried to establish in the 1950s the idea of the influence of the social
stress on the density and genetic contents of population.

4See, for examples, Elton (1958), Kluyver and Tinbergen (1953), Lack (1947), Nicholson (1933)
(eds).
5See, for examples, Christian (1950), Chitti (1960).
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The main idea of Wynne-Edwards is that all forms and types of social behaviour
accomplish, in essence, the same major, and, may be, a single function, namely, to
maintain a population in state of homeostasis, or, in other words, at a certain
optimal level of its numbers and density. There are some mechanisms, according to
the author, at the expense of which a population as an organized system protects its
environment against overexploitation.

Wynne-Edwards believes that one of such mechanisms is the phenomenon of
territoriality. Individuals that manage to conquer and keep then a territory become
owners of abundant resources that they cannot can not to use completely. Other
individuals turned out to be deprived of enjoyment of their own territory and so are
forced to remain in the status of outsiders. They suffer from high mortality owing to
hunger, predation, etc. This unequal access to resources serves the basis for the so
called social selection.

It is important also that the transition of a part of individuals to the category of
outsiders does not necessarily occurs forcibly. According to Wynne-Edwards, an
individual has an ability to evaluate the population density. If density is high the
individual itself refuses from attempts to conquer a territory and subsequent par-
ticipation in reproduction.

This capacity to evaluate adequately the level of the population density is called
“epideictic behaviour” which in translation from Greek means something like
“presentation and analysis of a sample” (these concepts are taken from statistics).

Having postulated such a capacity, Wynne-Edwards tries to understand what
may be possible mechanisms of its emergence in evolution. It is difficult to do if to
believe in the paradigm according to which the evolution is advanced only by

Fig. 3 Distribution by 10-year periods (hatched) and by 30- and 20-year periods (contour lines)
of literature references cited (a) in the book by V. Wynne-Edwards (Wynne-Edwards 1962) and
(b) in the paper by A. Watson and Moss (1970). Figures—the number of sources, in brackets—
percentage
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unequal success of individuals. In the given case individuals-outsiders doom
themselves to failure and even death.

Thus, Wynne-Edwards comes to conclusion that the biological success of a
group, namely, the guarantee of its future survival, is exactly the advantage granted
by social behavior. In the frames of his conception an unit of evolution is not an
individual but a group. Instead of individual selection, group selection is offered to
explain the evolution of social behaviour.

I shall not discuss controversial points and some drawbacks of the
Wynne-Edwards’ model. Here it is important to stress that in my scheme it appears
as a concept of obviously organismic character based on holistic approach to the
understanding of society. Processes taking place in groups of individuals are
regarded as the most important, while the features of the individual behaviour is
deduced from characteristics of the group structure. It should be also noted that
accent in the Wynne-Edwards’ work shifted, in general, from the attempts to
analyze group structures to questions of their hypothetic evolutionary origin.

Sociobiology by William Hamilton and Edward Wilson

By contrast the organismic theory of Wynne-Edwards and almost simultaneously,
only two years later, in 1964, another doctrine was set forward that, in the frames of
my scheme, can be appreciated as utmost elementaristic. It is the so-called “genetic
theory of evolution of social behaviour” developed by the English naturalist
William Hamilton. Like Wynne-Edwards Hamilton is concentrated not on analysis
of what are animal communities now, but rather on ways and mechanisms of their
formation in evolution. This topic became the main and most principal for him. But
in unlike Wynne-Edwards, Hamilton believes that there is no need to postulate
group selection as everything can be explained via individual success of an indi-
vidual. While Wynne-Edwards thought that specificity of the species behaviour
provides the success of the group as a whole, according to Hamilton, everything
occurs quite in the contrary way: success of an individual is provided mainly with
its existence as a member of a group.

As opposed to other neo-Darwinian theories, the success of an individual is
evaluated here not just by the number of offspring left but with the quantity of those
who will become in one way or another the bearers of the genes the same as present
in this individual. It can increase the fraction of its own genes bearers either in the
“egoistic” way by reproducing in maximum possible rate, or indirectly, promoting
the survival of its close and distant relatives. Hamilton called the second strategy as
“altruistic” behaviour. Thus, according to him, it is possible to draw a sharp
dividing line between non-social and social species.

From this point of view, the appearance of what he called the “true sociality”
takes place at the moment when “absolute altruists” emerge in a population, i.e.
such individuals that do not reproduce themselves at all but instead take care of
their relatives. Thus they preserve their own “altruism genes” for the subsequent
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generations. This is the essence of the concepts “inclusive fitness” of the individual,
and “kin selection” offered by Hamilton (for details see Panov 1983).

The whole theory is built on the axiomatic principle, on the basis of theorems of
mathematical genetics developed earlier on the grounds and for the analysis of
another sphere of biological reality. This circumstance makes unnecessary for the
given theoretical construct almost everything that was made earlier in the field of
zoological research of the social behavior. For instance, a most interesting problem
of organic individuality disappears automatically. The border between social and
“non-social” species is drawn quite unequivocally. From the classical ethology only
the idea of the innate determination of behaviour was taken, while one of the most
interesting and promising topics, namely, causality of the behaviour dynamics in
time (in particular, in ontogenesis) and its alterations influenced by changes in
social environment was practically left unattended.

Nearly all ties with the richest earlier achievements in biology were cut off. The
integral phenomenon of biosociality with all complexity of its intrinsic links dis-
appears; it breaks down into certain behavioural “traits” each of which is controlled
by its own genetic determinant. It appears that the whole approach is apparently
simplified, abiological and has a little explanatory potential. In fact, on its base
many hypotheses were set forth and, as a result of it, very large empiric material
was accumulated during the subsequent years. But, as a rule, obtained data turn out
to be fatal for the hypotheses themselves, being in obvious contradiction with its
prediction. It is no surprise, taking into account the formalistic, scholastic and
far-fetched character of the majority of sociobiological speculations.

In 1975 the book “Sociobiology: The new synthesis” by Edward Wilson was
published. It is a review collection of about 700 pages. If the reference list in
Allee’s paper contained 129 sources, Wynne-Edwards’s 879, in Wilson’s monog-
raphy there were 2500.

Let us see what the book by Wilson is in its essence, what are its connections
with preceding stages of zoosociology development. And is it possible to consider it
as an organic synthesis of the previous knowledge, as the author asseverate? At the
very beginning of Chap. Roots of Current Concepts in the Studies2 of Social
Behavior in Animals, under a rather surprising title “The morality of the gene”, we
read: “The main theoretical problem of sociobiology is to understand how altruism
that lowers adaptation of an individual could develop in evolution”. Here the author
expresses his main credo: like a chicken hatching from an egg is no more than a
means to reproduce another egg, the organism is essentially not more than an
instrument for preserving and transition of genes. It is obvious that Hamilton’s ideas
are the main source for ideology of Wilson.

In the Chapter dealing with animal communication Wilson punctually retells the
basic points of the ethology theory of instinct, and sometimes—in its most archaic
form. The third component of the Wilson’s sociobiology is the modern population
ecology in development of which Wilson himself made an important contribution,
in particular, with the book “The theory of Island biogeography” written in
co-authorship with R. H. MacArthur (MacArthur and Wilson 1967). In many parts
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of his “Sociobiology” Wilson regularly cited his previous book on social insects
that he knows excellently.

Therefore, there is no denying that the author of the “Sociobiology: The new
synthesis” is an erudite in many facets of the biology. But is his book actually a
synthesis of the preceding knowledge? One can get an impression that Wilson’s
work is, in essence, rather eclectic than synthetic. The true synthesis presupposes
combining different views and concepts in such a form when their inner contra-
dictions are not hidden but shown as clearly as possible. It is what really stimulates
science to advance.

As for the Wilson’s book, all preceding concepts, both apparently atomistic and
holistic ones, peacefully co-exist in it. Perhaps, only in respect of the ideas of
Wynne-Edwards, Wilson is predisposed negatively and spares them almost no
place in the book. It is interesting that Wilson calls himself a holist that seems far
from the real state of things. A lot of his constructions have obvious typological
character and thus undoubtedly tend to elementarism of the classical ethology and
the genetic atomism of Hamilton.

Programme of Studies of Socio-demographic Systems
in Socioethology

Sociobiology is today a quite influential discipline, although in recent years a
noticeable wane of its prestige can be traced. And it is not the only approach in the
zoosociology today. There is another concept of a holistic character that ideolog-
ically opposes sociobiology. I mean the so-called socioethology whose subject and
tasks were outlined in the early 1970s by the zoologist J. Crook from Oxford.

Both the object of the study—a local population, and its subject (social beha-
viour) in socioethology differs at the first sight little from as they are seen in the
sociobiology of Hamilton and Wilson. However, the principle approaches and the
general accents in treating of the evolutionary questions are different here in many
aspects. First of all, Crook’s attitude seems to be much more realistic. For him
speculations about the evolution of social behaviour is not the first task but the
second one, executable only after the clear understanding of the essence of systems
under consideration is achieved. These systems appeared as an immense complex
structures reciprocal with very complex interweaving of the demographic param-
eters and social behaviour are designated by Crook as the socio-demographic
systems. For Crook the appear not as a certain stable entity but as a society the
understanding of society as a process, where the development of individual beha-
viour proceeds under the influence of both interweaving and socialization, which
demands very close attention (Crook 1970).

In fact, the matter is one of the most complex and not properly understood
problems of biology: how the genotype, which is no more a program of the indi-
vidual development, is realized, under the influence of outward information coming
from outside, into the phenotype of the competent actor. In general, Crook actively
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keeps aloof from a primitive understanding of heredity as a simple mechanical
transition of the so-called ‘traits’, including behavioural ones.

Hence, a conclusion naturally follows that speaks that the role of genetic factors
in determination of social behaviour and, thereafter, in a maintenance of intergroup
structure is heavily exaggerated by sociobiologists. The cause of it, Crook, affirmed,
is rooted, among others, in the wrong (and characteristic especially of layman
audience) notion that structural characteristics of society are equated to the “fixed
action patterns” of the classical ethology (Crook 1970). Such misconceptions,
Crook believes, are formed under the influence of some publications addressed to
the general public. He means such books, for example, as the Lorenz’s “On
aggression” (1963), D. Morris “The Naked ape” (1967), R. Ardrey “The Territorial
imperative” (1966). The book by R. Dawkins “The Selfish gene” (1976) may be
added to them. These publications spreading ideas like that on inborn aggression in
humans, Crook calls “pseudobiology”.

In recent years, this pseudobiology of the human behaviour is flourishing in
adapted for the elite books by Wilson and his colleagues.

Crook, who specialized in studies on the divergence of socio-demographic
systems in primates, concluded that in their evolution the main role was played by
phenotypic adaptations that put in motion with individual learning and intergroup
traditions. These factors became of the key value at the early stages of anthropo-
genesis. The genetic factors in that the forthright form, as Hamilton, presents it,
plays, in Crook’s opinion, a rather subordinate role.

It does not mean at all, however, that we should ignore genetic aspects of social
evolution. But here it is necessary to develop experimental genetics of behaviour—
instead of wordy juggling with genetic terms, like “mutations” of certain abstract
‘genes of egoism’ and altruism. Let us see as the matter looks from the point of
view of specialists dealing with the scientific language. “Terminology within the
biological sciences gets its import not just from semantic meaning, but also from the
way it functions within the rhetorics of the various disciplinary practices. The
‘sociobiology’ of human behaviour inherits three distinct rhetorics from the genetic
disciplines. Sociobiologists use population genetic, biometrical genetic, and
molecular genetic rhetorics, without acknowledging the conceptual and experi-
mental constraints that are assumed by geneticists. The eclectic blending of these
three rhetorics obscures important differences of context and meaning.
Sociobiologists use foundational terms in genetics, such as ‘gene’, ‘fitness’, ‘evo-
lution”, ‘heritability’ ‘trait’ and ‘polygenic inheritance’, in starkly different ways
from geneticists, while basing their analysis of human behaviour on the implied
authority of genetics. As a free-floating ‘gene talk’ moves across different disci-
plinary contexts, and before different audiences, it takes the form of an
over-simplified and misleading arch-determinism. The result is widespread appli-
cation of vague, incomplete, and distorted biological theory. If most sociobiolo-
gists, do not deliberately promote biological determinism, still less a political
agenda, there is ample evidence that they misconstrue the implications of the
genetic language that they borrow” (Howe and Lyne 1992).
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I would not discuss in more detail the system of views of socioethology. It will
be illustrated points of its main tasks, approaches and methods with a scheme from
the paper (1979) by the Canadian researcher Charles Krebs on long-term studies of
socio-demographic systems of vole Microtus townsendii (Fig. 4).

It can be seen from this scheme that socioethology has rich hidden prospects that
give hope for the really deep understanding the essence of intrapopulation processes
on the basis of comprehensive application of ethological, ecological and genetic
methods of research.

Conclusion

It is not easy to avoid certain schematism and declarativity in a brief review of a
hundred-year history of scientific research, discoveries and disappointments. I only
have a mild hope that I managed, maybe partially, to show the important place that
zoosociology occupies in the general system of biological knowledge. The
cornerstones of this discipline are rooted in the period of tremendous upgrowth in
biology in the middle of the 19th century. Is not it surprising that the topics related
to the studies of social behaviour of animals, which seems to have appeared quite
recently, nearly before our eyes, have actually such a long and complex history? It
should be stressed that studies of social behaviour and group structures are by no
means a by-path of biology. This topic is directly connected with such fundamental
issues of biology as formation of multicellularity in phylogenesis, formation of the

Fig. 4 Strategy and methods of research of the socio-demographic system (from Krebs 1979).
Explanations are in the text

Roots of Current Concepts in the Studies … 515



phenotype in ontogenesis and autoregulation of most complex systems of the
supraorganismal level.
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(quinquelobate motherwort), 271
Melandrium album (Mill.) Garcke

(white campion), 271
Pinus sylvestris L. (Scots pine), 282
Plantago major L. (plantain), 155
Secale cereale L. (rye), 112
Stellaria graminea L. (grass-like

starwort), 271
Thinopyrum ponticum (tall wheatgrass),

108
Triticum aestivum L. (ordinary wheat),

107
Triticum boeoticum, 110
Triticum dicoccoides (wild emmer), 108
Triticum durum, 109
Triticum macha, 109
Triticum monococcum (einkorn), 110
Triticum spelta (dinkel wheat), 108
Triticum timopheevii (Timopheev’s

wheat), 109
Protozoa, 505

Y
Yeast

Saccharomyces cerevisiae, 414
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